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Introduction
This book contains the ideas that I have been accumulating during my professional life - from reading texts, making observations, developing my own theoretical constructions and from discussions with colleagues. I would like to put this knowledge in order and, if possible, to find a unifying all common logic. It is this logic, and not individual results which should be regarded as the main content of the book. As concerns more specific things, it seemed to me useful to gather them together. Although many of the ideas presented here are well known and appear to be obvious, however, every day one can see that they are not only lacking in a wide public consciousness, but are not even introduced into professional circulation. 

By the beginning of the 1980s, for many in the Soviet Union, there was a sense of crisis and the need for reform. As always, at first the decisions were looked for at the surface - like improvement of planning or introducing incentives for state enterprises. At the same time there was a feeling that we do not understand the social system in which we live, and it was openly expressed by the country's leader Yuri Andropov. Several young economists from Moscow, St. Petersburg (then Leningrad) and Novosibirsk decided to approach this problem more seriously and try to understand how we live. Most of them needed this understanding for the practical purpose, they wanted to be politicians and were going to change the country with their own hands – which they did in due course as the ‘Gaidar's team’. What they needed was not scholastic but practical knowledge oriented at decision-making. A minority, several people, including the author of this book, were not politicians and saw their task as scientific. But the constant contact with the world of practice gave this science a pragmatic stance.
Paradoxically, this does not contradict the fact that the contents of this book may seem very abstract and far from reality. But if we want to deal with our perpetual problems, we have probably to till another layer of intellectual soil and get used to the idea that practical value may be connected with questions which now seem purely academic. I believe that what we need today are analytical instruments from the field of structuralist and cognitive analysis, and that only using such instruments we will be able to understand how people see the world and how they interact with it. The purpose of this book is precisely to gather such a toolkit from several areas of knowledge. However, a mere presentation of abstract constructions, without reference to substantive content, is unlikely to make them understandable. Therefore, the book is written rather in the genre of collage or a textbook, not monograph, and spends much time on summarizing works in which the main focal points are addressed more specifically. Almost all of these sources are well known - but mostly only to experts in their respective fields, and in the aggregate they are unlikely to represent someone's lap reading. 

The book consists of three parts. The first two of them complement each other ideologically, but are almost unrelated in terms of logical sequence, or links. Within each of the parts, chapters are also sufficiently independent and each has a subject, still they are logically linked. The third part is built on the foundation of the first two, though, perhaps, it can be read separately.
***
Very briefly, the main conclusions of this book are as follows:
It is worthwhile to look at the society as an information system or processor. This allows one to apply in the social sciences - and particularly for the analysis of institutional development - the methods and scientific results that are available in the cognitive science and, generally, in the sciences about knowledge. 
With this approach, we see that Western Europe during about two thousand years has developed a technique for organization of social entities in the form of sign systems. This allows, as if with children's construction set, to easily build an infinite number of new, complex relationships, behaviors and things out of available cognitive and institutional ‘components’. Also, knowledge, i.e. mental, ideal objects are transformed – or re-coded - into objectively existing, ‘real’ things. This technique is similar to the invention of writing, and is of no less fundamental consequences; it makes possible disposing of, storing and accumulation of knowledge.
In contrast, the social order in Russia is based not on relocation of complex mental objects, but on the prevalence of network structures, where people enter into fundamental relationship based on the most universal characteristics of human nature, and exchange fairly simple impulses. Sign systems in our life are also present, but they are secondary to networks and therefore operate in a specific manner. Information development in our society takes place in holographic form - knowledge gets ‘spread out’ across the social system.
Part I. Cognitive space and social order
Today, when talking about the social development in Russia we all the more often remember this old joke:
Once upon a time there lived an old man and an old woman. The old woman sewed, and the old man worked at a factory of sewing machines. Since wife his did not have such a machine and was tired of sewing by hand, the old man began quietly stealing machine details from his work – one day a cog, another a gear. Finally, when all the different parts that the factory produced were available, the happy couple started assembling the machine. Alas, it turned out not a sewing machine, but machine gun.
It was Chaadaev who wrote in the beginning of XIX century that life in Russia goes around a circle, the time stands still and nothing changes. Whatever reform is introduced, in the end it turns out again the same. And after Chaadaev we have cut a few more laps. If a new legal system in the middle of the XIX century and the State Duma in 1905 could be a source of public optimism, now it is just the opposite. Why is this happening? 

It seems that in order to answer this question we need to understand of what ‘components’ the human behavior consists. What are the minimal elements of our behavior? How they are integrated into an overall order? The same questions can be asked in a different way: what are the terms in which a person sees the world and society? How does the system of knowledge and communication operate? 

We see the outside world in a certain way, and therefore our actions are structured in a certain way, too. The opposite is also true: our behavior affects our perception of the world. Therefore, the organization of our behavior has a cognitive nature, i.e., it is determined by how, in what form knowledge and information exists and evolves (is produced, transmitted, stored, etc.).
Chapter 1. Defining the object of study 
Cognitive Space
Cognitive space in which a person is located is the whole system of his interaction with the surrounding world and his picture of the world:
· It is the images and concepts that the person is capable of receiving and transmitting
· It is the pattern of connections among the people with whom he interacts, and the specifics of their reactions
· Finally, these are things that he can produce and make use of
We can say that cognitive space is knowledge, if we mean not only the individual knowledge but the system of knowledge and communication which is created by some social entity and is somehow available to this person. One can also say that cognitive space is order, i.e. the way of organizing a person’s relations with the world. 

The concept of cognitive space is very wide, so its definition can present some difficulty. It seems to me that the issue will be getting clearer as long as will become more understandable the purpose of this analysis. And this purpose is, in essence, to ‘cover with one glance’ some specific aspect of life. Accordingly, we come across the same challenges as were mentioned by Ferdinand de Saussure who was the first to put forward a similar task
:

What is both the integral and concrete object of linguistics? The question is especially difficult… Other sciences work with objects that are given in advance and that can then be considered from different viewpoints; but not linguistics… Far from it being the object that antedates the viewpoint, it would seem that it is the viewpoint that creates the object; besides, nothing tells us in advance that one way of considering the fact in question takes precedence over the others or is in any way superior to them.

Constructing the concept of cognitive space, we want to combine those observations that have been made ​​before, in particular by philosophers and economists. In addition, we will form an intuitive understanding of the cognitive space by moving inductively and considering specific cases of cognitive systems: the language, the market, Thomas Kuhn’s paradigm, Michel Foucault’s episteme.
Language and speech
As we know, Saussure called language (la langue) the set of tools which is common to all speakers and is used in the construction of sentences in that language; the word speech (la parole) left to refer to specific expressions of individual speakers. Here are the words from the Course in General Linguistics:
But what is language (langue)? It is not to be confused with human speech (langage), of which it is only a definite part, though certainly an essential one. It is both a social product of the faculty of speech and a collection of necessary conventions that have been adopted by a social body to permit individuals to exercise that faculty. Taken as a whole, speech is many-sided and heterogeneous; straddling several areas simultaneously — physical, physiological, and psychological — it belongs both to the individual and to society; we cannot put it into any category of human facts, for we cannot discover its unity. Language, on the contrary, is a self-contained whole and a principle of classification. As soon as we give language first place among the facts of speech, we introduce a natural order into a mass that lends itself to no other classification.

This idea of Saussure has been later reformulated and commented by numerous followers. Here is, for example, what wrote about it Roland Barthes:
Language is an institution, an abstract set of rules; speech being momentary part of this institution, which the individual takes out of it and updates for the needs of communication; language stands out from the mass of spoken words, but at the same time every word of the speech itself is drawn from the language; in history it is dialectics of structure and event, and in communication theory - dialectics of code and message.
Thus, the language exists only as a potential behavior, but it has the property of integrity and therefore can be studied ‘synchronically’, i.e. as a ‘crosscut’ at any given time. The flow of speech is actually deployed ‘diachronically’ and can be directly observed and recorded.
Informational networks
Let us go back to the story about components for sewing machines from which a machine gun was assembled. Using this metaphor, we claimed that the task of this book is to identify the elementary units, or components of a ‘construction set’, from which human behavior is constructed. Does it mean that we are engaged in analysis of the language of human behavior, the language of interactions?
Indeed, suppose that a person goes on the car. He turns the steering wheel to the right or to the left, slows or accelerates, reads a road sign. All these actions can be seen as statements in a generalized language, as a kind of ‘text’. But the fact is that this is not always the case. Many facts of human behavior it is inconvenient to describe in terms of ‘a language of interactions’. Here is an example. From time to time my childhood friends with whom I went to kindergarten come to my home to visit me. Over the unbelievable number of years we have been having these tea meetings, and now everybody precisely knows where he or she sits at the table. But no one has ever discussed it, nor perhaps even realized. It has been defined by a multitude of small gestures and movements. 

Another example: In the mid-1990s, I was engaged in the publication of manuals on how the various institutions of then emerging market economy in Russia operate. Among other things, the idea arose to describe the operation of the state statistical office, which was then called, it seems, the State Statistics Committee or SSC. It turned out however that this was a very difficult job to do. The SSC did not produce information based on some definite rules, instructions or formulas. The impression was that the staff of the SSC just lived inside it as in some kind of ‘village’, and that the statistics published by the Committee were ‘by-products of living’ of this village. ‘Masha! – would some Dasha of the SSC call on the phone to her colleague sitting in the next room - Come, please. The milking data per cow from the Vologda region do not come to reason’. Masha comes, and it turns out that ‘It is Ivan Voldemarovich who does the milk yields, and his son was ill, and besides he is such a person that the figures he gives should always be adjusted by 20 percent’. (…)
All such examples show that the concept of cognitive space is not confined to language and symbolic systems. Therefore, we will also deal with networks. Such informational mechanisms have attracted the interest of researchers in various disciplines. In economics and social sciences it is the managerial hierarchy and horizontal social networks; neuroscience and cognitive science deal with neural network. The results of different studies can be mutually beneficial. One of these most interesting results is the fact that information networks do not accumulate knowledge locally but distribute it throughout the system, i.e. the knowledge there is holographic in nature.
Photograph and hologram 
In this book, we will repeatedly mention the holographic way of presenting information in contradistinction to conventional photography. Recall so that the hologram has two key properties. First, each its part contains information about the entire represented object. Therefore, when, for example, a film on which an object is depicted holographically, is cut into several pieces, each of these fragments will yield an image of the whole object, although less clear. The second property of the hologram is that the resulting image is not flat but three-dimensional. Here, for example, are two photographs of the same hologram made ​​from two different points:
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Picture 1. Photographs of the same hologram taken from two different points

Inertia or the logic of behavior?

We mentioned the fact that, despite various attempts to build new institutions, elementary units of behavior remain the same. This problem has long been known and discussed time and again, but usually it is considered in terms of inertia: people speak about conservatism, traditions, habits, etc. Meanwhile, one needs to clearly understand that what really matters is not ‘a heavy legacy of the past’, and that we should speak rather about the stability of the system. A Russian arriving in England is quite capable of driving not on the right hand but on the left hand side of the road. That is, the point is not that we are used to behave in a certain way and that our conservatism-traditionalism does not allow us to readjust. Having moved abroad and embedded into a different behavioral environment we are quite capable to adapt, though, perhaps, sometimes experience psychological tension. The key thing is that, playing checkers, you can not make moves as if you were playing giveaway
. In other words, we behave in a certain way because our behavior is part of some extra personal system that has its own logic.
As already mentioned, this book is written basedon the structuralist position, that is, we will assume that the specific facts of human life can only be understood when considered within the system - the structure - of their mutual relations. Such structures are called a priori (here a noun) to human actions, thoughts, perceptions and feelings, they create a form for them, make them possible
. 

Distributed knowledge or cognitive space?

Cognitive space includes knowledge that is contained in the minds of individuals. Dating back to at least Adam Smith, economists have emphasized the importance of specialization, division of labor and distribution of knowledge. One can not say that this topic was close to the center of their research; still its crucial role was noted. Introducing his concept of distributed knowledge, Friedrich Hayek deduced from it the fundamental inefficiency of centralized public systems. Once the total knowledge is so great that only its various particles can be present in the minds of individual people, and since collecting these particles together is unrealistic, a society can normally exist only in the form of a decentralized system.
In fact, the idea of distributed knowledge is one of the key starting points for the whole of this book; still I think that the analysis here has passed only half the way. Usually the reasoning here is based on what Schumpeter called methodological individualism, i.e. on accepting as the fundamental principle the fact that ultimately all knowledge is distributed among individuals. I am not going to argue about this issue but will assume a different principle that the cumulative knowledge can not be reduced to the sum of individual knowledge, and that no less important role plays the structure and the mechanism of interactions of the individuals. (…)
This principle of methodological holism is embodied in this book in the concept of cognitive space. The starting example of cognitive space for us is the language which has much in common with other sign systems. We will try to demonstrate that this class of systems includes many of the institutional mechanisms. At the same time, we will see that there are other types of cognitive spaces not having sign nature.
Cognitive space and social order
The cognitive aspect in the social sciences has not been developed enough. One can find any number of arguments about justice or injustice of property distribution, its efficiency or inefficiency, etc., but hardly about what exactly it means, even in the simplest case, when we say that a thing belongs to somebody. Of course, the content of such concepts is studied by jurisprudence, however this science leaves out all that is usually denoted by the vague term of ‘informal relations’. To add, though studying the law as a knowledge mechanism has been acknowledged as an interesting and important research area, not too much has been actually done. 
Extra personal system is inevitably a communication system. Cognitive space sets the foundation on which to build a social order. Such an order can be formulated in terms of laws and rights, or it can exist as a system of personal relationships. Probably it is safe to say that most of the social order is built on the foundation of the cognitive space. But it is hardly appropriate to include all subsystems of social order (for example, the power relations) into the notion of cognitive space. Therefore, the interrelation of these concepts can be roughly represented as follows:
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Picture 2. Cognitive space and social order
Examples of cognitive spaces 

Not only language but also other types of cognitive environment have been the subject of analysis in various fields of social science. I will describe here some of the results that may further clarify our understanding of the idea of cognitive space. The market is a means to organize exchange transactions, in addition, it is also an informational mechanism, that is, a cognitive space. It is not the only option for organizing transactions. In the Soviet Union and other Soviet-type economies exchange relations were formally organized as a planned economy, but in reality represented a fairly decentralized system of ‘administrative market’. Kuhn's concept of paradigm and Foucault’s episteme are - especially the first - the closest analogues to our idea of ​ cognitive space. One might even ask a question – why not use, say, the concept of paradigm and what was the reason to introduce the new concept of cognitive space. However, I believe that Thomas Kuhn tailored his concept of paradigm exceptionally well to stand for a concrete exemplary product further used as a pattern that generates specific activities. So I would not ‘dilute’ it by unnecessary generalizations. The concept of episteme emphasizes the hierarchical nature of cognitive spaces, and in this sense is general enough. However, Foucault gave it a more specific meaning. (…)

Chapter 2. Cognitive science 

Michael Dawson’ book
 provides a lists of varying definitions of what cognitive science is. For example, the University of Toronto holds that:
Cognitive science is the name for a field of academic inquiry that has become popular since the late 1950s. the topic of that field is how people come to have, represent, and communicate knowledge; in general, how people come to be intelligent. It includes many aspects of perception, memory, and communication. It is concerned with the representation of knowledge in many forms, including literal and metaphoric representation. It tackles the relations between mechanical computation and human knowing and problem solving. It discusses robot vision as well as human vision and animal vision. The field is inherently interdisciplinary; it includes parts of philosophy, psychology, computer science, and linguistics. To a lesser degree, neuroscience and anthropology are involved. 

At the same time, cognitive science is not confined to borrowings from other fields of knowledge. It is unified by the common approach which treats cognition as information processing. «The human mind is a complex system that receives, stores, retrieves, transforms, and transmits information»
.  
2.1. Sign systems 

Language as a construction set
Language is a construction set, similar to lego. It is a collection of components that can be assembled in different combinations.
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Picture 4. A toy assembled from children’s construction set

In the language a combination of sounds forms morphemes, morphemes are assembled to produce words, words are used to write texts. In other words, language is a hierarchical system in which units of a higher level consist of units of lower level.
Grammar
Units of a higher level are assembled from units of the lower level in accordance with the rules of grammar. In some cases, these rules may be rigid and straightforward as is, for example, in the majority of cases the rule for producing the plural form of nouns in English. In other cases, with regard to the language units of a higher level - texts - these rules may be soft and allow variance. Usually in such cases these rules are not even called grammar, and belong to the cultural norms, laws of the genre or are valued as a manifestation of good or bad taste.
Reference to reality
All these units are signs or symbols. Correspondingly, the language is a sign  system or – which is the same – a symbolic or semiotic system (symbolon and semeion both being the Greek for sign). We understand this as follows.  
All language units have a dual nature. On the one hand, they can be used as components to assemble units of a higher level. As said above, this is done in accordance with the rules of grammar.

On the other hand, each unit of language refers us to reality. We will not here, nor in the future attempt to clarify the notion of reality. Normally in our common speech we indicate this reference to reality when we say that words have meaning, a sentence expresses a thought, and a text has content. For simplicity, we will mostly use the word content further in this book.

Please pay attention to the next phenomenon, quite obvious in life, but very essential to the understanding of the language. When we design a language unit of a higher level N from units of a lower level n1, n2,..., the content of the unit N in some degree consists of a combination of the contents of units n1, n2,..., but is not limited to them. The unit N as a whole has some additional reference to reality. This is a general rule, and the exceptions only prove it.

Take a simple example. Mother washed the window, the famous phrase of the Russian ABC-book, is precisely such an exception, where the content of the sentence is exactly equal to the sum of the contents of its constituent words. But in this case we deal not with a message, but with a toy phrase which is designed to teach children writing. This sentence assumes no communication load.

Suppose now that this phrase is used in a real situation. In this case, one cannot learn the specific meaning of the words mother and window from a dictionary, they take on additional individual meaning. Both for speaker and for the listener - in the context of their life - the fact that mother washed the window has informational load which they could not have obtained from an encyclopedia.

Another thing that happened when the speaker and the listener invested in this phrase their individual meaning was a clarification, an improvement they made in the universal dictionary meaning of the words mother and window - if only for an infinitesimally small degree.
Where does the language accumulate knowledge?

Language has several means of accumulating knowledge. First, it can be done through development of dictionary. I do not mean only - or even mainly - actual preparation of dictionaries, encyclopedias and reference books in paper or electronic form. First of all, it refers to development of the meanings of words (and other items of a language - say, prefixes, suffixes), which is updated every minute in the activities and interactions of all language speakers in the process of its use. We can say that these meanings are everywhere and nowhere. They are in a not very understandable way recorded in the minds of people (and everyone gets them a little bit differently). But at the same time, the concepts exist on an extra personal level, they can be reconstructed from a combination of texts and even to some extent from the general structure of the language.

Further, the knowledge is accumulated in the form of texts either physically existing in one or another form or having imprinted in the minds of the people who have heard or read them. Each text (read, heard or spoken) has brought about additional information (which follows from the thesis that the content of a language unit of a higher level is not equal to the sum of the contents of the constituent units of the lower level). 

Finally, language carries knowledge in the form of its grammar. Grammar divides language units into major conceptual categories and suggests how these categories relate to each other. Grammar of natural languages deals with the most deep, fundamental categories - space, time, existence. When below we talk about other sign systems which can be considered generalizations of the idea of language, we will see that grammar can be much more specific.
Sign systems
A generalization of the language are the sign systems. Russian Wikipedia defines a sign as follows 
:

Sign is an agreement (explicit or implicit) of attributing to anything (the signifier) of a particular meaning (the signified).
This is not at odds with our definition of the language given above. Therefore, we can say: 

All units of a sign system have a dual nature. On one hand, they can be used in accordance with grammar rules to assemble units of a higher level. On the other hand, each unit refers to reality.

The reference to reality is a means to impose an order on this reality, to structure it. This was stated by Ernst Cassirer, who
generalized the idea of symbol and recognized as ‘symbolic forms’ a broad class of cultural phenomena, such as language, myth, religion, art and science, through which a person organizes the surrounding chaos. Still earlier Kant argued that art, being an intuitive way of representation, has symbolic nature
.

There are other ways, not just by the sign systems, to organize ‘the chaos around us’. In fact, the discussion of this issue is the subject of this book.
What does reference to reality mean?

In natural language, when a sign refers us to reality it has meaning or signifies something. But that's not the only possibility of such a reference. An element of a sign system may have not meaning but function or purpose, i.e. be designed or designated for something. This is exactly true for the units of the signs system, which we initially used as a metaphor: for the children's construction set. Every detail of the set can be used in many ways. There may be various possibilities of using them, nevertheless, nuts and bolts are in the main used according to their function, wheels - to ride them, etc. Still, as shows the above picture, a wheel from the set can be used ‘off-label’, just as a round object to represent an aircraft engine. ‘The grammar of assembly’ allows one to connect the elementary components and produce an unlimited variety of products.
Examples of sign systems
Machine components
It seems that the construction of the actual mechanisms is not so fundamentally different from the assembling of toys from the details of the children's construction set. In many ways this is true, however, there are significant differences.
The fact itself that we can label design of mechanisms a sign system is fairly obvious:

· Various machine elements; machine blocks assembled from these elements; mechanisms; systems of machines form a hierarchy of units

· They are combined with each other arbitrarily but according to some laws of ‘mechanical grammar’

· Each of them has a specific purpose, i.e. a reference to reality
Regarding this sign system, let us pay attention to two things. First, the system of machine components does not exist in isolation. It is inextricably linked with the system of weights and measures, with scientific theories, education, the existing opportunities in mining and processing resources, and many other areas of life. 

Secondly, I would like to draw attention to the special procedures which in this case organize the reference to reality of the elements of this system. As we mentioned, the individual parts (bolt, gear) have a designation, a function. To be more precise, each of them has a certain range of possible applications, and the possibility of new applications may first be not known but eventually they might be discovered.
When assembling a module or a mechanism from the components, people pursue some goal. They want this machine to carry out some function. The function of the whole machine is mainly determined by the functions of its component parts, but, as a rule, it is not reducible to them. Therefore, special efforts are required in order to organize ‘the reference to reality’, this time of the whole module or the whole mechanism. This stage has a special name - prototyping, testing, debugging, etc. Then begins the stage of incorporation of our machine into the broader reality, first into the technological and production process (by making a small batch of products), and then into the economy (by developing logistics, marketing, sales). And by the end of the day one may find that the new machine fits into reality in a completely different way than it was conceived by its designers, and possibly it will change reality itself beyond recognition.
Training: army and labor market
The transition from medieval army of knights to the army of modern times occurred not so much because of the invention of gunpowder, as by turning the army into a sign system. The soldier was taught to perform common commands, and after that people became elements of the system. Of the individual soldiers it was possible to form units and regiments, which became possible to manage and maneuver.
Again, we should turn our attention to the fact that the training has to be carried not only at the individual level, but units need also to be trained, i.e. a ‘fine-tuning’ has to be organized to establish reference to reality of the elements of a higher level. 

Creation of the army as a sign system then immediately led to the development of military science - tactics, strategy, military organizations and other. 

Exactly the same can be said about the labor market and the emergence of standardized education. As is well known, these two stories are inextricably linked. According to a popular saying of Bismarck, ‘the wars are won not by generals, wars are won by school teachers and parish priests’.
Law
On the one hand, understanding how the legal system operates is rather simple. Law is only a special language that is designed to format the relationships between people. This language operates a special vocabulary, but otherwise it is quite similar to usual natural language.
The language of law is developed through several mechanisms, which are combined in different ways in different jurisdictions. With the system of Anglo-American common law conceptual system is basically shaped by the courts when examining individual cases. That is, it is very similar to how ideas get developed in everyday life. One can also say that the court of law acts as a researcher, who tries to solve a problem and has to improve his scientific instruments. 

Large role in shaping the legal language played and play academic lawyers who do not deal with specific cases or lawsuits, and are engaged in the development of law as a consistent system, i.e. as an integer organism that has its own logic of development. 

Finally, the specifics of law are that it should be based not only on its internal logic and the abstract notions of justice, but it should reflect the values ​​and preferences of the society in which it lives. This function is implemented also in different ways, in particular through the parliamentary law-making, and through participation of the jury during the trial.
As regards specifics compared to natural language, we should note that the legal concepts: property, liability, contract, etc., seem easy to understand, but in fact they are not self-evident. One day I happened to be present at a dispute between two of my grandchildren, then 8-9 years old. At that time, they took a great interest in collecting some plastic bubbles, looking similar to coins. It turned out that on the previous day one of them had presented several such circles to the other. Now he had changed his mind and demanded them back. The reasoning was as follows: 
· These circles used to be mine

· You have a lot of them anyway
I tried to turn the conversation to the standard basis of civil law. I said:
· What was yesterday, does not matter, but now it's his circles
· Whether he has many or few circles is irrelevant
I can not say that such an approach seemed to them convincing. Generally, we must remember that those ethical ideas on which the modern Western society and a market economy are based, did not seem obvious and indisputably true when they appeared in the XVII-XVIII centuries. The thesis that one must not kill his neighbor, but is allowed to economically destroy his business and thus bring him to starvation, is a priori at least not obvious. It is no accident that in order to justify this new ethical system such outstanding works as The Wealth of Nations were written.  Trying to justify the new ethics, Adam Smith created the science of economics.
Formal sign systems: Euclid’s geometry and Newton’s physics
We can say that axiomatic systems are a degenerate case of the sign system. They do not contain symbols that refer to reality, but only a grammar in its purest form. (…)
In order to make use of the results of geometry or mechanics, for example, for engineering calculations, this grammar has to be ‘imposed’ on some material objects. As a result of this operation, a complete signs system emerges where signs refer to reality. Next, the problem arises how to predict the behavior of more complex objects - i.e. their ‘meaning’ and their correlation with reality based on the ‘meanings’ of constitutive more simple objects. And the power of Euclid’s or Newton’s grammar is precisely in the fact that this can be done with great precision. (…)
Informal sign systems: fashion 
(…)
Stability of a sign system
As we repeatedly stress, the meaning of sentences is not limited to the meanings of the words. In a more general sign system, the meaning of a unit of level N is not limited to the values ​​of its constituent units of the level <N. However, it is largely derivable from them. We use sign systems precisely because they allow us to create the new from old components. And we come up with different ways to make sure that the meaning of the level N units also does not lose certainty. Just think, if everyone and every day would understand all the words their own different way! Therefore, the language - in any case, natural language – is very conservative. E.g. the roots of our words account for thousands years history.
The problem, however, is that ‘playing’ with the meaning of words is almost always beneficial. The institutional economics has a special term for such behavior: opportunism. The essence of it is that, say, any agreement expressed in words can be interpreted at least a little in favor of one party. And often such opportunistic behavior results in serious crashes, especially when a chain of successive opportunistic actions of several contractors takes place. 
Moreover, very often a situation occurs where somewhat changing meaning of words or other sign structures is beneficial to all parties. It might seem that there is no problem in this case. However, such actions could undermine the integrity and stability of the system as a whole. Suppose, for example, that in production of bolts and nuts standards are not met. For each individual owner of defective nuts it can be beneficial, as it gives him more chance to find a suitable bolt. But the system as a whole will be doing very inefficiently.
There may be various ways to preserve and maintain stable meaning contexts. One such a mechanism is the institution of professions, developed in Western Europe since about the XI century, first by the Catholic Church. Professions include priests, lawyers, doctors, scientists. These institutions establish segregation of the professionals from ‘laymen’ and are organized in such a way as to direct the motivation of the professionals to maintaining and developing their corresponding sign system, and not towards pursuing ‘secular’ purposes. As a result, special activities get developed aimed at conservation of the sign system, ensuring a uniform interpretation of concepts and suppression of deviations. These activities include not only technical work like preparation of dictionaries, technical standards, guidelines, etc. In essence, we are talking about a large cognitive and social  system which includes training and research, special ethics, promotion patterns, etc., which has many properties of a living integer organism.
Appendix: how concepts are developed 
I believe it is worthwhile to provide here some examples of how people enrich vocabulary of  their natural or special language. This will allow the reader to develop a more or less tangible feeling of how language and other symbolic systems accumulate information. One example presents the analysis of the formation of concepts by a child from a classic book Thinking and Speech by Lev Vygotsky. The second is a description of the emergence of scientific concepts from the book Cycles of Activity and Ideal Objects by Simon Kordonsky. The third describes the mechanism of the Common Law and is borrowed from the brilliant book The Nature and Functions of Law by Harold Berman. 
(…)
2.2. Informational networks  

Brain and distributed knowledge 
Initially, cognitive science dealt with the task of creating artificial computing systems. At the same time ideas for building computers were borrowed from the knowledge about the natural unit of information processing, the human brain. Hence not only the ‘computer centeredness’ of cognitive science, but also its ‘brain centeredness’. Until today, cognitive science is much closer to those areas of knowledge that are focused on the study of cognitive processes of the individual (such as psychology or neuroscience) than to the social science. 

The idea that the human brain is extended mind, and that in its cognition it is inscribed in the world and is based on the interaction with other people and the material reality - this idea is certainly present in the studies. However, this external environment is seen primarily as an extension of the individual brain, as the infrastructure that supports it. 

In the social sciences the focus of thinking is placed differently. As already mentioned, since Adam Smith, economists have emphasized the importance of specialization and the distribution of knowledge among people. Thus, the study of information networks in cognitive science is focused somewhat differently than this book. However, the results obtained there will be extremely useful to us.
‘Classical’ cognitive science and the Turing machine
There are two directions – or perspectives – usually distinguished in cognitive science. One of them is called classical, and the other connectionist. 
The classical line deals with the processing of information in symbolic form. In fact, we were talking about it when considering the sign systems. Yet the notion of sign systems traditionally is not used as the starting point. Introduction to cognitive science usually begins with a description of the concepts of algorithm and of the Turing machine. This latter model will also be useful here in the book.
Turing machine is an abstract operator (abstract computer). It was proposed by Alan Turing in 1936 to formalize the concept of algorithm.
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Picture 5. Turing machine

The structure of the Turing machine includes doubly infinite tape (some Turing machines may operate several endless tapes) divided into cells, and a control device that can be in one of the many states. The number of possible states of the control device is finite and precisely specified.
The control unit can move left and right along the tape, and read and write characters of a finite alphabet into the cells. A special null character is used that fills all the cells, except for those of them (a finite number) on which the input is written.
The control unit operates under the rules of the transition, which represent an algorithm, implemented by a given Turing machine. Each transition rule prescribes the machine, depending on its current state and the current symbol observed in the cell, to write in this cell a new symbol, shift to a new state and move one cell to the left or to the right. Some of the states of the Turing machine can be labeled as terminal, and a transition to any of them means the end of work, i.e. stop of the algorithm
.

The so-called Church’s thesis (or Church – Turing thesis) claims that any algorithm, i.e., predetermined precise instructions for performing certain actions can be implemented as a Turing machine. For example, it is possible to implement a rule for calculating the constant π with a certain number of characters. Moreover, it is known how to construct a universal Turing machine, which will be performing any algorithm: one needs only to insert the appropriate program into it.
Limits of computability
Church's thesis can not be verified, it is a philosophical generalization, based on the fact that so far there hasn’t been a single case found where some algorithm could not be represented as a Turing machine. But then the next question is: can we turn all knowledge into an algorithm? In particular, is it possible to construct a Turing machine that will answer any question formulated in its language? For example, will it be able to recognize all valid mathematical theorems and reject the false? This issue was extensively discussed during the period between the world wars, and it was also then that it was given a negative answer in the form of the Gödel’s theorem.
Neural networks and connectionism 
Thus, algorithmic methods of information processing even theoretically are not sufficient to model the processes of cognition. But that was not the only reason why cognitive science applied to the concept of networks. The fact is that the structure of the human brain has nothing to do with the Turing machine but is a network of neurons, and this neural network is in many cases a much more efficient means of processing information.
Examples of tasks which neural networks perform much faster than even the most advanced computer relate just to the most basic functions of the body: sight, hearing, movement coordination. In order to calculate these actions in digital (symbolic) form, the computer would require several hours. The body performs them in a fraction of a second.
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Picture 6. Brain neurons

Because of this, a different direction emerged within the cognitive science, engaged in the study of information networks, of which the most typical are networks of abstract (or artificial) neurons. This direction is referred to as connectionist.
Work on artificial neural networks, commonly referred to as ‘neural networks’, has been motivated right from its inception by the recognition that the human brain computes in an entirely different way from the conventional digital computer. The brain is a highly complex, nonlinear, and parallel computer (information-processing system). It has the capability to organize its structural constituents, known as neurons, so as to perform certain computations (e.g., pattern recognition, perception, and motor control) many times faster than the fastest digital computer in existence today
. 

Connectionism (and neural networks) - is almost synonymous with the concept of Parallel Distributed Processing of information, PDP 
. 
Artificial neural networks are a system of interconnected and interacting simple elements (artificial neurons). Each network element has to deal only with the signals that it periodically receives and signals that it periodically sends to other elements.
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Picture 7. Simple neural network. White color indicates the input neurons, gray - hidden neurons, black – the output neuron 

Artificial neural network has the following characteristics:• 
· Activation function: each neuron in the network generates its own signal  in response to the strength of signals coming to it, 
· A set of synapses, i.e. connections that transmit signals from one neuron to another (shown in the figure by arrows) 
· Weights: the signal going from neuron i to neuron j is enhanced or weakened; this is done by its multiplying by the weight wij.

For a given network, the activation function and the set of connections remain constant, while the set of weights may change. That is how the network is configured to solve a specific problems. Neural networks are not programmed like a computer, they are trained. For this purpose, some rule of correcting the weights wij is used in such a way that the results of the network operation are gradually approaching the desired effect.
Both the activation function, and the rules adjusting the weights are usually very simple. Nevertheless, it turns out that such networks of simple elements can by repeated ‘training’ be taught to perform fairly complicated actions.
An example of informational network: NETtalk
This widely known and very impressive experiment with the network of artificial neurons was conducted by Terence Sejnowski and Charles Rosenberg in 1987. They built a network of 309 neurons and taught it to read and pronounce English words. Description of this experiment allows us to understand how information networks operate.
The network, called NETtalk, was implemented on a computer as follows:
1) The letters that make up a word were submitted to 203 input neurons.

2) in response to these signal, the input neurons generated signals sent to 80 hidden neurons.
3) In turn, the hidden neurons generated signals that were transmitted to the 26output neurons.

4) The signals generated by the output neurons corresponded to the phonetic transcription, i.e. to pronunciation of the word. Alternatively, the output neurons could be connected to a synthesizer that physically converts the signal into sound.
(…)
A description of the training procedure should be added to this to the description of the network. For this purpose a recording was done of a child's speech, which was translated into symbols of phonetic transcription. A set of 1024 words were used, and sometimes pronunciation of the same words differed. After that, the following operation was repeated several times: 
· ‘Feed forward’: words in writing were served on the input neurons

· The signals generated by the input neurons were passed - reinforced or weakened by weights wij - to the hidden neurons 
· In turn, the signals generated by the hidden neurons were passed - adjusted by wij – to the output neurons

· The resulting signals from the output neurons were compared with the phonetic transcription of the word, and the magnitude of deviation was calculated
· ‘Feed back’: on this basis, the all weights which corresponded to connections between the output and the hidden neurons were adjusted according to a standard formula 
· Based on this the weights which corresponded to connections between the hidden neurons and the input neurons were corrected in a similar way
  

The authors describe the learning outcomes, as follows:
The percentage of correct phonemes rose rapidly at first and continued to rise at slower rate throughout the learning, reaching 95% after 50 passes through the corpus (i.e. all the 1024 words – V.Sh.). Primary and secondary stresses and syllable boundaries were learned very quickly for all words and achieved nearly perfect performance by 5 passes. When the learning curves were plotted as error rates on double logarithmic scales they were approximately straight lines, so that the learning follows a power law, which is characteristic of human skill learning.  The distinction between vowels and consonants was made early; however, the network predicted the same vowel for all vowels and the same consonant for all consonants, which resulted in a babbling sound. A second stage occurred when word boundaries are recognized, and the output then resembled pseudowords. After just a few passes through the network many of the words were intelligible, and by 10 passes the text was understandable.

When the network made an error it often substituted phonemes that sounded similar to each other. For example, a common confusion was between the ‘th’ sounds in ‘thesis’ and ‘these’ which differ only in voicing. Few errors in a well-trained network were confusions between vowels and consonants. Some errors were actually corrections to inconsistencies in the original training corpus. Overall, the intelligibility of the speech was quite good. 
That is, in many respects the network reproduces the human behavior:
NETtalk is an illustration in miniature of many aspects of learning. First, the network starts out without considerable ‘innate’ knowledge in the form of input and output representations that were chosen by the experimenters, but with no knowledge specific for English - the network could have been trained on any language with the same set of letters and phonemes. Second, the network acquired its competence through practice, went through several distinct stages, and reached a significant level of performance.
Where does the network accumulate knowledge?

For the purposes of this book the experiment with the NETtalk has an additional value because it helps to understand how the network locates the acquired knowledge. As it turned out, the information is not localized, but is distributed throughout the network. Here is how The New York Times described these results after an interview with Terence Sejnowski:
He also found that 10 randomly chosen neurons could be used as a ‘seed’ to reproduce the entire coding scheme. In this sense the network is like a hologram. Whether one of these laser-generated images is cut in halves, quarters, eighths or sixteenths, each piece contains the whole image, though with increasingly poorer resolution.

Using mathematical analysis, he is beginning to uncover this hidden knowledge. ''It turned out to be very sensible,'' he said. ''The vowels are represented differently from the consonants. Things that sound similar are clustered together.'' The letter ''p'' is situated near ''b,'' while ''a'' and ''e'' each have regions.

And here is how the authors themselves describe the results of research they have undertaken in order to understand the role played by individual neurons and connections between during the network’s learning process:
 The standard network used for analysis had 7 input groups and 80 hidden units and had been trained to 95% correct on the 1000 dictionary words. The levels of activation of the hidden units were examined for each letter of each word ... On average, about 20% of the hidden units were highly activated for any given input, and most of the remaining hidden units had little or no ac tivation. Thus, the coding scheme could be described neither as a local representation, which would have activated only a few units, or a ‘holographic’ representation, in which all of the hidden units would have participated to some extent. It was apparent, even without using statistical techniques, that many hidden units were highly activated only for certain letters, or sounds, or letter-to-sound correspondences. A few of the hidden units could be assigned unequivocal characterizations, such as one unit that responded only to vowels, but most of the units participated in more than one regularity. 

To test the hypothesis that letter-to-sound correspondences were the primary organizing variable, we computed the average activation level of each hidden unit for each letter-to-sound correspondence in the training corpus. The result was 79 vectors with 80 components each, one vector for each letter-to-sound correspondence. A hierarchical clustering technique was used to arrange the letter-to-sound vectors in groups based on a Euclidean metric in the 80-dimensional space of hidden units. The overall pattern, as shown in Figure 8, was striking: the most important distinction was the complete separation of consonants and vowels. However, within these two groups the clustering had a different pattern. For the vowels, the next most important variable was the letter, whereas consonants were clustered according to a mixed strategy that was based more on the similarity of their sounds. The same clustering procedure was repeated for three networks starting from different random starting states. The patterns of weights were completely different but the clustering analysis revealed the same hierarchies, with some differences in the details, for all three networks.

Such more or less even distribution of information across the network makes the network very resistant to damage:
We examined performance of a highly-trained network after making random changes of varying size to the weights. …(R)andom perturbations of the weights uniformly distributed on the interval [-0.5, 0.5] had little effect on the performance of the network, and degradation was 'gradual with increasing damage. This damage caused the magnitude of each weight to change on average by 0.25; this is the roundoff error that can be tolerated before the performance of the network begins to deteriorate and it can be used to estimate the accuracy with which each weight must be specified. The weights had an average magnitude of 0.8 and almost all had a magnitude of less than 2.

(T)he information was distributed in the network such that no single unit or link was essential. As a consequence, the network was fault tolerant and degraded gracefully with increasing damage. Moreover, the network recovered from damage much more quickly than it took to learn initially.
The market: prices as weights
In his article
 Hayek claimed that the information contained in the system of prices is sufficient to organize the interaction between distinct market participants. This was one of the basic ideas of the article, however it was not, in my view, substantiated enough. Meanwhile, the presented results of experiments with neural networks provide additional reinforcement to the thesis of Hayek because the prices in the market economy can be interpreted as having the same role as the weights which modify signals at the synapses of the neural networks.
Chapter 3. Main characteristics of cognitive spaces 
Based on the above more or less well-known facts and argumentations, now we will try to offer some new ideas and concepts with which to analyze the properties of cognitive spaces. First, we try to combine two ideas - that of ​​the sign system and that of the informational network - and draw an embracing more general model. Next we turn our attention to the differences between the knowledge which can be divided into self-contained ‘pieces’ - that is, localizable and atomizable knowledge - and holistic knowledge. We then discuss the issues related to the relationship between ideas and reality: how ideal objects originate, how we can discuss their structure, and how they can be re-coded, i.e. their mode of 'physical' existence changed. Finally, we discuss another important feature of cognitive spaces: their ability of reflection, that is, of self-reference and self-organization.
A general view of cognitive spaces 
Suppose a person thinks of an idea. Then he can implement it by himself, thus turning the idea into reality. Or alternately, the idea can be first socialized by passing it on to others through some act of communication and being approved by them. We call these three steps the basic triad.
These three actions may occur in different forms and be differently sequenced. Below, we will discuss the liberal social order, in which an individual first makes use of the resources which he owns and implements his idea turning it into a product. After that, the idea gets​​ socialized and obtains the approval of others, which is usually done by way of sale and purchase. Outside of the liberal order, this sequence may be different. Within a collectivist (‘socialist’) model, the second step takes place not as implementation but as socialization of ideas: a person has to convince his fellow members of his collective that his idea is worth implementation. After that, at the third step it is turned into reality – as a common goal of the entire collective.
Social cognitive mechanism 
In order to further discuss the emerging options, let us represent human cognitive environment in the form of a generalized Turing machine:
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Picture 9. Generalized Turing machine (реальность is Russian for reality)
We will interpret the concept of the machine, of its internal states, inputs, outputs and the external memory tape as follows.
We will assume that the machine itself is a social group, i.e. a somehow organized number of people. If their interaction does not affect the external world (‘the reality’), then we can consider such interaction as changes in the machine’s internal state. 
The input and the output of the generalized machine will be interpreted as its relations to ‘the reality’. These relations may be arranged very differently. The entrance from, and the exit to ‘the reality’ can be exclusively owned by one or several of the elements of the machine (as was the case, say, with the network NETtalk). Or, on the contrary, all the elements of the machine may have the same opportunity to interact with ‘the reality’ without any restrictions. Finally, a configuration is possible where each person or each group of people of the given society may be allocated some ‘territory’ of ‘the reality’ and allowed to interact only with the ‘territory’ of their own.
‘The reality’ as external memory
For an ordinary Turing machine to interact with ‘the reality’ means making changes and printing and/or erasing data on the tape of its external memory. For our generalized machine it may take the form of any changes in ‘the reality’: writing texts, producing tools or other material objects, making contracts - in brief, creating any artifacts.
Social reality is filled with objectified relationships between people: things and substances, value systems and political realities, the laws of science and the legal laws that dominate the people, process, shape their activities, divide and unite them. Generations of people keep turning their relations into external objects, which start their independent lives for the generations to come
. 

Sign systems and networks
Both informational networks and sign systems can be considered as special cases of our generalized Turing machine.
A network is a generalized machine with the properties that: a) both its input and output are monopolized by a few elements, b) internal exchange of information takes place in a fairly simple manner, and c) the elements can accumulate information about their ‘neighbors’.
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Picture 10. Generalized Turing machine: an informational network (Вход-выход is the Russian for input-output) 
In contrast, the sign system is based, first, on the ‘binding’ of each of its elements to a particular ‘piece of reality’, which is called the meaning or content of the element. We might recall the examples of such relationship, i.e. of the content of the sign:
· The meaning of words and sentences 
· The functions of the machine components

· The legal rights to a certain part of the ‘reality’
Second, the sign system is based on certain grammatical rules that determine how characters can interact with each other.
Conventionally, all this can be represented as follows:
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Picture 11. Generalized Turing machine: a sign system 
Holistic vs. localized knowledge 
The key initial assumption in this book is that knowledge is of collective, holistic nature: for any method of its organization, the knowledge contained in the whole system can not be reduced to the sum of ‘local knowledge’; moreover, some aspects of the total knowledge cannot not localized at all, they are ‘holistic’.

How do cognitive systems work with holistic knowledge? We can see the three following approaches:
· Holographic distribution of knowledge throughout the system
· Knowledge, embodied in the grammar
· Developing general concepts
As has been repeatedly mentioned, any piece of holographic picture provides information about the entire object; although the image obtained from this piece will be less sharp than if we used the whole hologram. Informational networks have similar property: as demonstrated by the NETtalk example, in networks the knowledge it is spread throughout the system and is embodied in the network elements’ knowledge about each other.
In contrast, languages ​​and other sign systems have the property of separability: they make it possible to separate the non-localizable knowledge from the localizable. This is exactly what explains their effectiveness. Typically, a word represents more or less localized knowledge while the holistic knowledge in symbolic systems is concentrated in their grammar.
The content of the word, i.e. the meaning it conveys represent a certain isolated particle of our world, a separate piece of reality. It cuts out some of the world ‘territory’ and gives it a name. In many cases the content of one word is not related to the information contained in other words. For example, the word ‘bird’, we understand quite disconnected from how we understand, say, the words ‘smoke’ or ‘walk’.
Other cases show that the ‘territories’ of the different words’ meanings may intersect. As an example, here one can bring the same words ‘bird’ and ‘smoke’ vs. the word ‘white’. With regard to the word ‘white’ it is also possible to say that it singles out a certain ‘territory’ in the real world, however, this ‘territory’ intersects with others because this word conveys a general, diffuse concept. The child develops his understanding of this word in a different way, not by being pointed to the object as with birds or smoke, but by comparing white and non-white objects; in this case the word refers to the reality through a somewhat different behavioral mechanism.
It is well known that the meanings ​​of words (and other linguistic units) are determined by two relationships – by the relation of the given word to some part of the real world, and by the relationships among the words themselves. Nevertheless, it seems that speaking about the ‘territorial’ nature of lexical information makes sense. Knowledge in this case has more or less localized, corpuscular nature.
A very different example is the knowledge contained in the grammatical forms. The fact that a complete Russian sentence must include subject and predicate does not tell us anything specific. This is a general statement about the properties of the universe where there exist things, and events occur in time. In order to extract the grammatical knowledge of the language, we need to study only very small fragments of spoken or written language. For example, the phonetic structure of an ancient language can be restored from a very small fraction of text.
Knowledge of vocabulary and of grammatical type are two extreme examples of almost purely corpuscular and purely holistic information contained in the language. But earlier we referred to the fact that there exist many intermediate forms such as the plot, genre, style, cultural direction, paradigm, etc. All these concepts correspond to holistic type of information that tells about the author's general view of the world and of the text. Similar to grammar, this view can be recovered by analyzing comparatively small pieces of text. That is how, for example, the famous book Mimesis by Erich Auerbach is designed, who himself wrote about it:
The method of modern writers can be compared with the technique of some modern linguists who believe that, through the interpretation of several places of "Hamlet", "Phaedra" and "Faust" one can learn more about the essential Shakespeare, Racine, or Goethe, and their time than from the entire lecture series in which their lives and work are considered systematically and in a chronological sequence; another example is the present study
.

The grammar of natural languages​​ carries information so general that it can seem almost trivial. We see, however, that is not the case with regard to the special languages or non-language sign systems. Their grammar is much more ‘down to earth’. 

We would like to emphasize also that the sign systems can localize not only the ‘material’ aspect of their meanings, but also other characteristics. Specifically, they can localize - or, more correctly, create relations of logic. This is done by selecting some of the multiplicity of interactions taking place in the given system and claiming that they should be considered as a cause or a consequence of an event. 

Another example of a localized concept which is linked with sign systems is that of the fact. 
Dostoyevsky: holography in literature 

Let us recall how technically a hologram is produced. A beam of light (usually from a laser) is directed on the object whose image is taken, and the picture of the interaction of this ‘pivot’ beam and the light reflected by the object is fixed 
:

When the hologram is recorded, two light waves are combined in a certain area of ​​space, one of which goes directly from the source (the reference wave) and the other reflected from the recorded object (object wave). A photographic plate (or a different recording material) is placed in the same area which results in a complex pattern of bands appearing on this plate which correspond to the distribution of electromagnetic energy (interference pattern) in this area. Now if this plate is illuminated by light with waves sufficiently similar to the reference wave, it converts this wave into a wave close to the object wave. So we'll be able to see (with varying degrees of accuracy) the same light, which would have been reflected from the recorded object.
The result will be an image that is not flat but three-dimensional. It turns out that similar means can be applied in order not only for obtaining three-dimensional  picture in the literal sense of the word, but also for achieving a particular expression in literary works. Compare the described technique of holography with the analysis of Dostoevsky's literary technique in the remarkable book by Michail Bakhtin
:
Dostoevsky is interested in his hero not as in a phenomenon of reality, which has definite and solid socio-typical and individual psychological traits, not as a definite shape, composed out of clear-meaning and objective features and in their entirety answering the question “Who is he?” No, the hero is interesting to Dostoevsky as a particular point of view at the world and at himself, as a meaning- and assessment-generating attitude of the person in relation to himself and to the surrounding reality. What is important to Dostoevsky is not what his character is in the world, but first of all what the world is to the hero, and what is he to himself.
This is a very important and fundamental feature of the perception of the hero. Hero as a point of view, as a glance at the world and at himself requires very specific methods of disclosure and of artistic characteristic. After all, what should be disclosed and characterized, is not a specific being of the hero, it is not his solid portrait, but the final result of his consciousness and self-consciousness, it is in the end the hero’s last word about himself and about his world.
Bakhtin contrasts Dostoevsky’s technique to what he calls the monologue technique:
In a monologue design the hero is closed, and his semantic boundaries are strictly delineated: he acts, experiences, thinks and cognizes within the limits of his image which is defined as a reality; he can not cease being himself, that is go out beyond his character, his typicality, his temperament, without violating the author's monologous intention about him. This image is based in the author’s world which is objective in relation to the hero’s consciousness; the construction of this world - from his point of view and by completing definitions - presupposes a stable position outside, a stable author’s outlook. The hero’s self-perception is included into the firm rim of defining and depicting him the author's consciousness which is inaccessible to the hero from inside, and is given against a solid background of the outside world.
In our example above, the monologue technique corresponds to the flat pictures. Dostoevsky does not take photographs of his characters, he paints them in the reflected light of their interaction with the outside world, with each other. This is exactly what Bakhtin calls the dialogic technique of Dostoevsky. ‘The light’ falling on the figure of a hero is here the personality of another hero:
A human being never coincides with himself. To him it is impossible to apply the formula of identity: A is A. In Dostoevsky's artistic thought, the true life of a person happens as if in the point of this mismatch of the person with himself, in the point of his exit beyond everything which he is as a thing  being which you can peep, identify and predict beyond his will, ‘in absentia’. The true life of a personality is only available through dialogical penetration into it, to which it freely and responsively reveals itself. 
The truth about a human being which is in the mouths of others and not facing him dialogically, that is a distance truth becomes humiliating and mortifying him lies, if it touches upon his ‘Holy of Holies’, that is ‘the human being in the human being’.
This example of Dostoevsky’s art and Bakhtin's analysis seem to me to be extremely important for the understanding of the cognitive spaces which have no sign nature, but at the same time do not operate similar to simple neural networks. Instead, imagine a network where the elements pass to each other vectors of complex signals which in turn evoke complex response from the recipient unit. Knowledge of such a network is stored as holographic images characterizing the interactions of each pair of units. All these ‘private’ holograms get then merged into one big picture, not ‘flat’, but three- or multi-dimensional. This is how the Russian culture seems to operate.
Self-reference and metalanguages
The man started creating tools and sign systems as soon as he ceased to be an ape - actually, this was the difference between them. It was before the Stone Age, when he picked up a stick designed to bring down banana from the tree. Then the masters appeared who did not shoot down the bananas but were engaged only in the manufacture of sticks; and still later the experts who consulted the masters. In the end, ‘the sticks science’ might get developed represented by people who did not do even that, but were only thinking and discussing the ways how better to shoot down a banana. It was a sign system of the second level or metasystem designed to work with the initial sign systems as objects. And this meant a no less fundamental step in the history of the humankind.
It is important to stress that we are talking here about reflective systems which have their own internal laws of operation and development. We do not refer just to the evolutionary development of instruments - from an accidentally found stick towards a specially selected one, then becoming the stone ax, etc., where every step is result of random ‘mutations’ and subsequent fixing of positive experience. In contrast, a reflexive system means accumulating and incorporating the acquired knowledge in itself, so that people can use this system to develop innovations. Such a metalanguage (a term coined by the Polish-American mathematician Alfred Tarski) or metasystem is again a construction set designed to build languages and sign systems. On the other hand, being a means of creativity, it is also a limitation to it which keeps it within a certain framework.
The invention of various second-level sign systems has been slow and uneven. Among the earliest were rhetoric, philosophy and linguistics, which originated in ancient times. Later in the Middle Ages jurisprudence, theology, modern science, etc. got established, the most recent examples including capital market and financial instruments. What is most important: universal technologies were discovered for systematically generating such derivatives, i.e. new reflective layers for any sign system, and their number started growing infinitely.
In Part II of this book
 we use several examples borrowed mainly from outstanding  discussions of specific historic developments in order to defend the thesis that such a technique of generation all the new sign systems was becoming possible as long as, starting since about XII century, the new way of social organization turned the human being himself and his actions into signs and their meanings. This included not only the law as a code of conduct, but also the meta-mechanism of reflection on the law (first of all in the universities). As a result, the law became regarded as an independent organism that lives and develops according to its own internal laws, and it was the law that acquired the role of the main meta-language.
The result has been the emergence of new special legal systems (municipal, commercial law, etc.), of various corporations and of worldview paradigms. We are talking in the Part II of the book, and that the Reformation (Protestantism) and the military revolution of modern times were based on this new form of social organization. In the first case, the bottom line was that the church as a ‘physically existing’ social organization has given way to an impersonal reflexive system - Protestant God, for which the human being served as a simple tool. Later, in the XVIII century, there took place an even more radical idea, and religion was replaced by what has been called Nature which was thought to exist on the basis of its natural laws.
In the military field in the XV - XVII centuries, the new army was created in the shape of uniformly trained soldiers. This was a sign system which made it possible to build on it a reflection metasystem: the science of military strategy. Over time, this led to the creation of a mass society where uniform context prevails enabling a common understanding of the elements of which all people’s life is composed. This is done with the tool of the (reflexive) system of education, science and culture.
We can compare these observations with Lev Vygotsky’s thought that the sign and the word are used by the human being as a means by which he subjects his own psychological operations to his power and directs his activities to resolve the challenges he is confronted with. The same role in society is played by reflective metasystems, which allow it to self-organize.
The ​​theory of metalanguages emerged around the middle of the XX century. In particular, Douglas Hofstadter has shown that in some cases the meta-language is an integral part of its parent ordinary language, while in other cases meta-languages ​​are separate and can be relate with each other in various ways. In social sign systems, this corresponds to the fact that efforts to maintain and monitor the rules of conduct can be carried out by all the people without exception, or this may be allocated to a special group of people.(...)
The examples when meta-activities are confined to special social subsystems are professional communities (clergy, lawyers, scientists, doctors, etc.) which have a monopoly on servicing the corresponding sign systems, and excluding ‘the outsiders’ or ‘laymen’ from taking part in it. Members of such professional communities as a rule have to go a long way of socialization (through university, various internships, etc.) and acquire specific values ​​and adhere to specific rules of conduct. As a result, the behavior of the professionals is withdrawn from normal social relations such as a commercial bargaining or bureaucratic subordination. And, for example, it would not ever come to a mathematician’s mind that the correctness or falsity of a theorem can be established by order from his superior or as a result of a market transaction.
The issue of reflexivity and multi-level systems is not only confined to sign systems. We have seen that the authors analyzed the results of their experiments with the NETtalk network looking at it ‘from above’ and using statistical methods. In this case, the role of reflecting subjects was performed by the experimenter. Another example is the human brain, where (to a first approximation) reflection is based on the interaction between the hemispheres. Unfortunately, the level of our understanding of the mechanisms of reflexivity of sign systems and other informational systems is not adequate enough to expand this topic in the book. However it should be, perhaps, the most important subject of the future work.
Ideas and reality

Individuals and groups in society may exchange quite simple signals. Still, the network as a whole may be capable of performing very complex operations, as we have seen with the network NETtalk. In this case the information is stored in the knowledge about how each network element has to respond to signals coming from his adjacent elements. The information is distributed across the network and can not be separated from it.
Another method of interaction consists of organizing traffic of ideal objects which have a more complicated structure and carry information within them. In this case, there are a number of ‘eternal’ questions: Where do the ideas and ideal objects come from? How do they change? What is their structure? What are the forms of their existence? How do they become a reality?
In fact, people still are not too clear about all this. We see that the ideal objects appear from contact with ‘reality’ by means of reflection. One can also easily see that they, like biological objects, are capable of evolutionary development. (…)

Evolution of ideal objects: a biological metaphor 
An answer to the question: where do ideas and ideal objects come from? - says that they, like the life, ‘do not arise out of nowhere’ but can only be a continuation and development of previous ideas. The dynamics of ideas (ideal objects) and their flow can thus be described by models of evolution of species and populations. With respect to science (scientific ideas, theories, etc.) such a description was done by Thomas Kuhn. His model, on the one hand, emphasizes the continuity of ideas, because every innovation is considered a continuation and development within the framework of a school of thought. On the other hand, scientific revolutions periodically occur and fundamentally new schools appear. This description is similar to the picture provided by the biology of populations: Different schools of thought correspond to different species. Representatives of different schools of thought are as unable to understand each other as members of different species can not interbreed. On the other hand, the multiplicity and variation of ideas within each school is similar to mutations (variability) within a given species.
Population model can also be used to interpret the principles of verification and falsification. Verification of an idea (hypotheses) can be compared to the act of ‘eating’ by the hypothesis in question of a corroborating fact. Kuhn has observed that (1) no theory explains all the observable facts, and (2) old theories get out of circulation and are replaced with new ones not because they contradict the facts. The process of replacement of old theories (ideal objects) with new ones looks similar to the dynamics of populations of living creatures. In this latter case, the complete disappearance of the population can only occur if the winning population has advantages in any respect over its competitors (the famous Gauze law). Otherwise (i.e., nearly always) each of the schools retains a certain niche of its own.
Popper's idea of ​​falsifiability as a scientific criterion, too, has an analogy in biology - it corresponds to the mortality of all living things. In the Darwinian language, it makes possible the natural selection and the progress.
The analogy of the world of ideas with the population biology, i.e., the applicability of biological models (metaphors) is quite obvious and is periodically ‘rediscovered’ by various researchers. This metaphor also naturally comes to the minds of those having to deal with researching the mass consciousness (fashion, consumer and political preferences, etc.)
. 

How the ideas are structures: a linguistic metaphor
The world of ideal objects (ideas) can be described not only by the evolutionary model. Another metaphor may be the language, and the source of the conceptual tools is linguistics. In particular, the toolkit of structural linguistics can be applied here. An ideal object can be represented as a text (or as a construct, i.e., an action) consisting of statements (sentences) which in turn consist of concepts (words), combined according to the laws of grammar. This text belongs to a particular genre (or, in more general terms - the paradigm), i.e. reflects that, as they say on the subject or act in a given situation. 

(…)

Re-coding and modus existendi of ideas
In the computer, the information is stored on various media, it is encoded, re-coded and processed. Similar transformations occur in cognitive spaces with ideal objects.
Modus existendi - mode of existence of the idea (ideal object) is another ‘eternal’ issue that used to be developed by the ancient Greeks, not to mention the medieval scholastics. Transformation of an ideal object into a real one - say, of a blueprint into a machine - is a most common and most intuitively understandable example of the change of modality. Much more difficult is the philosophical problem of discovering – ‘recognition’ of ideas which are (at least according to some worldview) incorporated in our surroundings. Today, this topic remains a subject of study, and not only for philosophers.

This theme is central to the modern conceptual art. The most direct example here may be, of course, the famous installation One and Three Chairs by Joseph Kosuth, who exhibited three objects - a chair, a photograph of the same chair, and the article "chair" of the encyclopedia:
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Picture 12. One and Three Chairs by Joseph Kosuth.
It seems necessary and very useful to introduce the concept of modus existendi, i.e. of the mode of existence or modalities into our analysis of ideal objects (ideas), and to look at cognitive spaces from the perspective of modalities transformation. Obviously, a most important aspect of human development is the process of emergence and evolution of ideas (ideal objects), which is inextricably linked with changes in their mode of existence. A society and a culture are characterized by the toolkits they have for working with ideal objects, and for changing their modality; this is a most important parameter that determines the trajectory of the development of this society.

(…)

Programmability
Let us return to the primitive people who shoot down bananas with a stick. Suppose that their tribe developed a ‘sticks science’ and that a circle of people appeared who not only do not shoot bananas, but not even carve sticks, but just think and talk about it. Suppose further that this circle have designed an exclusively convenient stick. The question is: how to bring the invention to practice, how to implement the idea? After all, if you pass this idea to professional stick carvers, they are unlikely to want to make changes to the usual methods of their work, or they might understand the invention in their own way, and perhaps try - to the best of their understanding - to add more improvements of their own. The result will be, according to an American joke, ‘a horse designed by committee: a camel’.
It is extremely important to study the issue of cognitive and institutional infrastructure that allows systematically implementing, embodying ideas. Clearly, in more general terms it is the question of the practical means of re-coding ideas, and once again, it has to do with changing the mode of existence of ideal objects. Such infrastructure has been developed relatively late, historically speaking almost today. If writing was invented five thousand years ago, and then science was developed, it took almost another two thousand years to create the mechanisms for implementing the inventions; in fact, it was the content of the New Age and occurred only in Europe by the middle of the last millennium. So I believe it might be useful to introduce a special term for the ability to implement ideas and materialize them without distortion as they have been designed by the authors. We will call it  programmability and programmable systems. 

In Part III, we will touch upon the specific mechanisms that provide this function in modern European institutional environment. One of them is the principle of separation of powers. This principle can be compared to that of the computer architecture  where the software is separated from the hardware. This separation serves to ensure the implementation of the planned activities without distortion. The judiciary enforces the law as has developed and as it was passed by the legislative and without changes ad hoc. Similarly, a court of law when considering obligations arising from private persons’ transactions, is concerned only with finding out what they meant when entering into a contract, and what actions should follow from this.
Another mechanism of social programmability is related to the development in the modern era of what might be called the methods of independent individual decisions. This includes all the ideas related to the concept of ‘nature’ and to the methods its of researching and ‘conquering’ as expressed by the famous Bacon’s motto ‘The knowledge itself is power’. These techniques free the individual from the need to coordinate his actions with others when operating within his ‘private domain’ 

The historical ‘delay’ of the programmability function is most probably due to the fact that an additional level of social sign systems was needed for it to get developed. The human being himself had to become a sign, its meaning being human action. Thus a circle of positive feedback linking the reality and the world of ideas became closed. ‘The genie of the progress’ has been released from the bottle.

(…)

Part II. Institutional history: a cognitive science view 
This part of the book could be called a stylized history of institutional development of Western Europe and Russia, although this expression is rarely used in Russian. The Russian Wikipedia translates it as ‘simplistic generalization of empirical results’. However, I believe that this word is a very good expression of the necessary meaning. Defining the genre of this part of the book, it should be said that I do not tell a history, and if such impression emerges, it is not quite correct. It describes the models that will be presented in the historical sequence of their alleged prototypes. This is how I and/or the authors of the quoted books understand the social and institutional set-ups in the past. The word model is considered as synonymous to Max Weber’s concept of ideal type, and – though with some reservations – to the word paradigm. So our goal here is not of historical nature, it is to justify and illustrate our theoretical constructions and finally to understand what is happening in society today.
Institution is a word borrowed from the law, which means ‘an establishment’. Here is what Wikipedia says:
Institution is a social structure or order of the social system that determines the behavior of a set of individuals of a particular community.
Of course, this word is familiar to everyone, but, nevertheless, there is a very great disparity in its use. Here in this part of the book, we will not try to achieve greater clarity on this issue; hopefully its meaning is quite clear from the context.
Let us also note that there are several possible lines of reasoning about institutions. One is historical, when institutions are considered within the overall context of life at the moment. In this case, the object of study is a pattern of behavior which is experiencing all sorts of influences: geographical, economic or of any other nature, and which itself, in turn, affects the economic situation, policy, etc. For example, the New Economic Policy (NEP) in the USSR in the 1920s was the result of certain events, and at the same time it was an institution. Discussing the institutions this way, we will be talking in everyday language, that is, in terms that people actually were using at their times. Another way of discussion can be called purely logical, and it is completely focused on the question of what is an internal construction of the institution in question. In this case we have to get diverted from the particular circumstances of time and to some extent adjust the data to the logic. Finally, a third task may be put forward which consists of trying to integrate a lot of interesting things from various disciplines - linguistics, philosophy, science, psychology - which might help thinking about the institutional problems. This is what the first part of this book is about. Thus, there are three angles, which we try to connect here to look at the issue of institutions from different sides.
As already mentioned in the introduction, the book - and especially this part - is made in the form of a collage. About two dozen works are retold and/or given in the form of short excerpts, which in the aggregate, in my opinion, create a multi-dimensional picture of the institutional development of Western Europe and Russia. Most of these works are quite well known, some are even famous, but all without exception are very interesting. In this case, the authors cited are not historians who work with primary sources and primary data. We will deal, as economists say, with a product of the second or third ‘reprocessing’, i.e. with generalized information, with paintings done with ‘broad strokes’. Certainly, the course of the presentation will ask for some comments, but still one need to keep in mind that by and large the discussion of the material of this part of the book are its other parts.
(…)
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Part III. ‘The West’ and ‘Russia’: models of social order 
As Boris Groys wrote
, the problem of ‘Russia and the West’ is central to the Russian philosophical tradition, but the terms ‘Russia’ and ‘West’ do not have any geographical, political or sociological meaning:
Rather, they are ciphers to refer to the fundamental philosophical question of the universality of thought and culture. The term "West" here refers to the focus on a universal, generally binding, rational truth beyond any differences in cultural life and practice. The term "Russia" refers to the impossibility of such a truth and therefore to the need to seek solutions not at the level of thinking, but at the level of life itself.
To put it mildly, Groys gives this quest fairly low opinion:
At least as long ago as since the time of Chaadaev, the Russian thought – having to deal with the issue of the national identity, independence and originality, and at the same time not being able to produce anything really exotic and heterogeneous compared with the Western culture, has been persistently answering this question by interpreting Russia as a place of realization or materialization of the Western discourses about the Other. The historically developed forms of Russian life were usually subjected to criticism, with the true Russia being placed either in the prehistoric past, or in a utopian future, both being modeled after the corresponding Western theories of the Other. These theories were transformed so as to deprive them of their negative purely critical nature and thus to theologize the Other, or at least to give the Other positive and affirmative color. At the same time, we see here only a very early version of the strategy which has been used during XIX-XX centuries by many historically unsuccessful national cultures or social subcultures in order to simulate their own cultural identity and originality through appropriation of various discourses about the Other.
This is difficult to disagree. Numerous attempts - starting from the Slavophiles - to ‘make a virtue of necessity’ (as the Russian saying goes) can not but make one feel disappointed. However, many questions remain. Why indeed, because of what specifics we can not ‘produce anything really exotic and heterogeneous’? Or, conversely, in cases when it turns out to be possible, - because of what circumstances? Why is Russian culture labeled for its known inability to create forms? For the inability of reflection amounting to aphasia
?
However we will start with the question of how we understand the social mechanisms of ‘the West’. Because it seems to me that the real European West is the result of what might be called an institutional invention. I believe that a specific and unique technique of social and cognitive organization appeared there at some moment which became the foundation of its success.
Chapter 6. Liberal social order
Drawing a model of ‘the West’, we will consider as a starting point Hayek’s ‘theoretical world’, i.e. his picture of the liberal social order, and will complement it with those aspects which Hayek himself did not consider it necessary to stress, or which were not too relevant in his time.
For simplicity, further we take the quotation marks from the word ‘West’. Still, it should be kept in mind that what we speak about is only a model or an ideal type. First of all, it is not clear what this model describes in a geographical sense. Secondly, this model describes only ‘half’ of the relations that can be observed in the real societies of ‘the Western’ type. Moreover, Hayek obviously used this model with the special polemical purpose in order to counterpose the set of liberal-type relationships which are based on the idea of ​​freedom to another ‘democratic’ complex of relationships which are based on the idea of ​​equality. Finally, we note that in speaking of ‘the liberal social order’, Hayek calls it spontaneous. Meanwhile, a key question is whether it is enough to adhere to the laissez-faire principle to have such an order emerging ‘by itself’, i.e. spontaneously? Or is the liberal social order (rule of law, system of modernity, and other close phenomena) a great invention of mankind as is, say, the wheel. As is well known, the high native civilizations of America did without wheels. We can as well suppose that the liberal order ‘does not grow by itself’ and should be the subject of transplantation.
Liberal order as a reflexive sign system 
The main feature of the liberal order is that it is based on a signs system, which allows further creation of entirely new sign systems. To use the Popper’s words, it is an open society. However, the newly created systems can not be completely arbitrary, they retain their original grammatical properties.
Individuals and their ‘territories’  
Hayek’s ‘theoretical world’ is inhabited by individuals who generate ideas and innovations. These ideas (ideal objects) are then separated from the individuals who have produced them and are turned into objectively existing things. The classics noticed long ago that social ties in the liberal order (‘under capitalism’) are ‘alienated’ from individuals to be mediated by things.
Individuals are absolutely free to act, however not always, but only within their territory – or, to use Hayek’s own terms – within the limits of the individuals’ private domains. Here there may be various other synonyms: such an area can be called an individual’s sphere of competence; or the set of his rights. In any case, the scope of an individual’s competences is formulated in negative terms such as negative rights; they establish prohibition against any interference in the affairs of another individual  which belong to his ‘territory’.
Here is how the issue is treated by the English-language Wikipedia 
: 
Philosophers and political scientists make a distinction between negative and positive rights (not to be confused with the distinction between negative and positive liberties). According to this view, positive rights usually oblige action, whereas negative rights usually oblige inaction. These obligations may be of either a legal or moral character. 
Thus ‘reality’ is divided into ‘territories’, which are delineated by the sets of rights of each of the individuals. These sets of rights are elements of a sign system.
Grammatical ‘Rules of Just Conduct’  
Thus, the interaction of individuals in the liberal order is possible only on a voluntary reciprocal basis. Since, therefore, there is a ban on the intervention of one individual in the affairs of another, the set of rights of any particular individual at any given moment is made up solely as a result of voluntary exchanges with other individuals (either by unilateral transactions such as gift or inheritance) .
The general framework for such voluntary exchanges is provided by the laws which never can be addressed to somebody in particular but are equally relevant to any individual. Hayek calls them the ‘rules of just conduct’, bearing in mind that these laws are formulated in terms of negative rights of individuals to prohibit interference with the other person’s ‘territory’.
These rules are the grammar of the system, they make it possible to use the elementary units (rights) to build units of the upper levels: contracts, legal entities, etc.
The role of Law 
Law is the foundation of the liberal order as a sign system. It makes possible a reliable and consistent connections between the signs and reality.
As an illustration, we quote here the words of Harold Berman who was explaining the functions of law to his students of the humanities:
(T)he place of law in our society – that is, in the Western tradition of thought and action – is unique. The West has exalted law as a fundamental basis of unity in society. Belief in the existence of a “fundamental law,” to which governments must adhere or risk overthrow as despotisms, has been characteristic of European thought at least since the eleventh century. This belief  finds expression in the English concept of the Rule of Law as well as in the German idea of the Rechtsstaat, not to mention the American Constitutional requirement of due process of law. It is a belief which has been challenged in modern times most strikingly by totalitarian systems, but also by some currents of democratic jurisprudence.    
The role of ‘professions’     
The mechanism of maintenance and development of the sign system - which is used for individuals’ interaction and transaction through exchanging or delegating rights - is separated from it and allocated to a separate subsystem (or metasystem). This metasystem of ‘perpendicular’ to the market: ‘lay’ individuals do not have the capacity (locally, at the moment of their transaction) to influence the language and the rules that allow and restrict their actions.
It is the (meta)system of law whose business is to develop the conceptual toolkit. The fact that an individual (whether belonging to this professional community or not) in any given case did remained within the limits of his rights (his competence) or trespassed these limits and committed an act of  violation – this fact is established by representatives of the professional community and according to the rules provided by this community. It is the judge who makes the judgment
.
Still, the law is not equal to the community of lawyers. It is a holistic cognitive system, an organism that lives its own life. In the model of ‘liberal social order’ laws are not passed but discovered as some objective regularities which have always existed but remained unknown until some moment in time. And this discovery is done primarily by judges and lawyers, not legislators.
In this connection, it must be said that law is the main but not the only professional system of the West, and that its main features are repeated in science, medicine, and other fields. Historically these features first were developed in the Middle Ages by the Catholic Church. The main organizing principle is that a given sign system is produced by a special professional community (lawyers, scientists, doctors) through an open, clearly understandable and reproducible discussion where only members of the community are allowed to take part and which cannot be addressed to the ‘lay’ non-members. 
Comparing the social mechanisms of professions with the market and the bureaucracy, one can see their differences with both, and speak about the third mechanism. A judge, a doctor, a university professor are not built into a system of bureaucratic subordination. On the other hand, a physician’s relationships with his patient or a professor’s with his student are not of the market type because neither the patient nor the student can be competent to judge the quality of services provided by the doctor or the professor. Quality in this case is mediated by the mechanisms of socialization and control within the profession, which acts as a whole unit in relation to the society. Similarly, the discussion of scientific theories is confined to the community of scientists, and an appeal to the authorities or to the general public is rightly condemned as ‘Lysenkoism’.
Procedures of individual decision making
Let us consider now the issue of an individual’s interaction with his ‘territory’, i.e. of his assigned piece of ‘reality’. Negative rights ensure that nobody can intervene with this individual’s decision how to dispose of his belonging resources. But the question is, will he have the strength to overcome the resistance of the resources themselves, the resistance of the objective laws of nature?
This kind of question gives start to the theme which runs through the whole period of development of the sign system of social organization in Western Europe. This is the theme of the man's power over nature. Developing the techniques of prediction and control of nature, the technology of individual implementation - logical conclusion, empirical testing, and experiment - has been of crucial importance. Francis Bacon’s words that ‘The knowledge itself is power’ manifest the role these techniques play in the modern times. It is by using these techniques of ‘consultation with the objective reality’ that a person can make decisions and implement his ideas without asking for the consensus and support of others. These techniques are a cornerstone of the liberal social order which makes possible individualism and freedom.
Universal context: transparency vs. corruption 
The liberal order has a critical feature: it is expected that all the concepts retain their meaning regardless of the situation. Accordingly, the laws and ethical standards are the same for everybody, the facts may be, in principle, always examined and either confirmed or disproved, agreements must be complied with, etc. The general concept, which in modern language embraces the whole range of these approaches is transparency.
For illustration, here is a quote from the well-known book The Rising Sun by Michael Crichton
: 

“The son of a bitch,” I said. We were driving west on the Santa Monica freeway. “The little prick looked us right in the eye and lied.”

“It’s annoying,” Connor said. “But you see, Ishiguro takes a different view. Now that he is beside the mayor, he sees himself in another context, with another set of obligations and requirements for his behavior. Since he is sensitive to context, he’s able to act differently, with no reference to his earlier behavior. To us, he seems like a different person. But Ishiguro feels he’s just being appropriate.”

“What burns me is he acted so confident.”

“Of course he did,” Connor said. “And he would be quite surprised to learn that you’re angry with him. You consider him immoral. He considers you naive. Because for a Japanese, consistent behavior is not possible. A Japanese becomes a different person around people of different rank. He becomes a different person when he moves through different rooms of his own house.”

“Yeah,” I said. “That’s fine, but the fact is he’s a lying son of a bitch.”

Connor looked at me. “Would you talk that way to your mother?”

“Of course not.”

“So you change according to context, too,” Connor said. “The fact is we all do. It’s just that Americans believe there is some core of individuality that doesn’t change from one moment to the next. And the Japanese believe context rules everything.”

“It sounds to me,” I said, “like an excuse for lying.”

“He doesn’t see it as lying.”

“But that’s what it is.”

Connor shrugged. “Only from your point of view, k. Not from his.”

So much interesting that we find exactly the same idea in Bakhtin’s book on Dostoevsky. The principal specifics of this writer’s method is that his characters are not bearers of some objectively existing properties or ideas, they are full-fledged personalities who cooperate in the creation of life and manifest themselves through interaction with others and with the world at large. This approach Bakhtin calls dialogic contrasting it with the monologic world of uniform contexts and objectively existing ideas (…) In this sense, the liberal order belongs to the monologue world. 
Corruption destroys a uniform context; it breaks the connection between the sign and its meaning. An example of this would be the case when the contractor goes beyond his sphere of competence, does not adhere to the project of the architect, and ‘puts his soul into it’ and - perhaps with the best of intentions – thus distorting the project. This person commits an acts for which he is not entitled.
Still, commonly the word corruption is used for a slightly different behavior, namely the use of one’s rights for inappropriate purposes, often for personal gain. But strictly speaking, corruption is a special case of violation of the principle of separation of competencies.
It should be noted that societies based on sign systems and on the principle of semiotic organization are characterized by a much more painful and strong reaction to corruption than the ‘network’ societies. This is not surprising, since corruption problems lead here to serious system-wide implications.
Things as ideas, ideas as things 
Let us return to the above Bertin Martens’ discussion of the main modes of communication. There are three of them: (1) imitation; (2) transmission of information by means of language and other symbolic media; and (3) exchange of materialized information, i.e. information and ideas embodied in things. The latter third method has many advantages, as it allows to compress, to archive the necessary information and, therefore, it is very efficient in terms of the best use of the limited ability of people to process the information.
At the same time, embodying - reification - of ideas and exchanging of materialized ideas are as old as humanity itself. The modern market differs from the primitive one because of its institutional ‘accompaniment’ whose objective is to minimize the risks that inevitably result from a mechanism of exchange of materialized information.
The liberal order is just one of the options of institutional support, of the institutional infrastructure of the market. But perhaps the most important function of the liberal order is exactly the opposite. It creates a cognitive environment where ideas can be treated like things.
I would like to emphasize that the main feature of the ‘Western’ social order consists of its ability to turn ideas (ideal objects) into objectively existing things. I believe that in its civilizational consequences this is similar to the invention of writing which allows it to turn speech into text.
In what sense are the ideal objects transformed into things? This means that they retain their functional properties; they are separated from their producer. By writing down their words, people turn the fact of their speech into objectively existing thing which can be stored, worked with - edited, transferred, re-coded, entered into computer memory, etc. This situation is, of course, familiar and completely understandable to us. However, it is much more complicated if, for example, we write a contract. An agreement as an ideal object must preserve not only the words but also its meaning, it must always be interpreted the same way. This requires a complex infrastructure: the court, the legal profession, the corpus of documents, etc. It is this infrastructure that allows such an ideal object as contract to become a thing capable of preserving its functional properties. The same can be said about a property right which can be separated, alienated, sold or modified. In order for it to possess all these characteristics, it should be surrounded by a specific institutional environment, by a certain context.
Programmability 
Its ability to transform ideas (ideal objects) into ‘things’ makes the Western system programmable. That is, it has the tools for implementation of ideas.
If you invite somebody to help you to hammer a nail and hang a picture, a Russian master would probably start discussing with you where best to place it. That is, this man would not behave as a ‘programmable’ tool; on the contrary, he would feel like part of your relationship with the world. In the  liberal social order programmability takes place. It makes a very strong impression on the Russian people when they face it for the first time: people who do not know how to think or do something are not allowed to.
Let us look at this problem using the following cybernetic metaphor. Recall the analog computers widely used as late as twenty years ago. Unlike modern (programmable) ones, the analog device was an electrical machine, built to solve a specific task. To calculate 2X2, it was necessary to transform these raw data into electric currents, and then the computer would issue the resulting current corresponding to the solution = 4. Within certain limits, it was possible to reprogram the analog computer (to calculate, say, 2 +2 instead of 2X2), but it needed not striking keys, clicking the mouse nor even inserting the floppy disk with the program as it is now but to physically rebuild the electrical circuit.
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Picture 14. Analog computer

As already mentioned, the basic principle of modern programmable computer consists of separation of the software from the hardware. In institution-building and politics it corresponds to the idea of separation and independence of powers - legislative, judicial and executive. This is what makes the hardware of law - which has to ensure compliance with legislation and executive decisions - neutral to their content. This makes possible for the lawmaking to be an instrument of policy. But first of all it is the neutrality of law that allows the development of the legal relationships between citizens, i.e. the civil society. 
Using this metaphor, we can say that Russia's current institutional and political system is mostly as analog,  not programmable computer. It does not have a ‘drive’ where a ‘flash memory’ with policy recommendations could be inserted. This system needs to be managed by switching administrative ‘wires’.
Extended order
If the rules of behavior are an ideal object which maintains its properties, then one can get familiar with these rules even if one not included in the ‘narrow’ social circle. These features also make the liberal order an extended order, i.e., make it possible to establish a relationship between two people who are not friends or even acquaintances. ‘Extended order’ is a Hayek’s term, though in fact this thinking has a much longer history. 
Material progress 

To put it mildly, an issue of concern of my fellow countrymen have always been Russia lagging behind in the area of ​​‘economic progress’ (funny enough, this concern is always demonstrated in combination with a disapproving attitude towards the ‘materialism of the Western civilization’). Looking at this problem from the standpoint of cognitive science, we come to the conclusion that it is not our culture (and our country) which lags behind. Much more correct would have been to say that the Western civilization has a unique feature: its ability and propensity to ‘alienate’ ideas and turn them into ‘reality’.
Goods and services, of course, do satisfy our needs. However, their primary function is to embody ideas and to be the form existence of ideal objects. From this point of view, the problem of material progress, in fact, makes no sense. The economic world is just an ‘external memory’ of a gigantic human information system and is filled with artifacts that represent implemented ideas.
Liberal order and networks 
As regards the institutional set-up of the West, it is clear that in addition to sign systems, social networks also play an important role. Rather, we can even assume that the social order there is a sort of sign-network symbiosis generally corresponding to the model described in Section 6. This is an interesting topic, and it deserves further study. Here we make only two observations.
First, it should be mentioned that this issue overlaps with the question of the relationship between markets and hierarchies. As is widely known, this topic is central to the new institutional economics created by Ronald Coase. He and his followers, first of all Oliver Williamson, have shown that the comparative efficiency of the market and of the hierarchical mechanisms can be compared by using a fairly simple set of characteristics, namely transaction costs. Once again I would like to acknowledge the intellectual elegance and analytical power of this theory. Still, it should not be forgotten that this analysis is limited to a certain scope, namely: it is assumed that the hierarchy in question  - an organization, a business, or a bureaucracy - are operating within the legal space. The same observation can be made about the theory of public choice.
The second point to be made is that the logic of the networks and the logic of the liberal order are always in conflict, they undermine each other. In networks, the signal passing from one network element (individual) to another element should go undisturbed. If it bumps into ‘a fence’ surrounding ‘a territory’ – which is inevitable in the system of liberal order – it would hinder the flow of information in the network. Hence the networks’ ‘inclination’ to destroy these ‘fences’ - for example, by means of corruption.
Clearly a reverse trend takes place, too. By raising ‘the fences’ and isolating ‘the territories’ and thus setting the distance between individuals, the liberal order acts destructively on the channels of network connections and prevents the passage of signals.  

Chapter 7. Russian social order
As Bakhtin wrote
, 
It is quite possible to imagine that the single truth requires a multiplicity of consciousnesses, that it fundamentally cannot be placed within the bounds of one consciousness, and that it is, so to speak, of social and happening nature and is born in the point of contact of different consciousnesses.

Such is the Russian social order. Our cognitive space at is at its core not of a sign, but of a networking nature; it is a distributed information processing system, or a holographic system. The word ‘happening’ should be emphasized in the above quotation: in this system, information is not materialized, it is not fixed and nor stored - whether in the form of libraries, legal agreements, or material things. The people - the elements of the network - transmit vectors signals to each other that cause in response no less complex reactions of the recipient elements. In such a network knowledge would get accumulated in the form of holographic ‘images’ that characterize the interaction between individuals and their understanding of each other. These private holograms then merge into a big picture, which is not ‘flat’ but multi-dimensional. 
In a way, the Russian society is very dynamic. Every day there is something new. My university friend Alexei Mikheyev keeps working on compiling a Dictionary of the XXI century, where he collects all the newly emerging words. It turns out that almost every day there appears a new concept, and sometimes more than one. However, our cognitive space is not too effective preserving and storing the new information. As with a school problem, the flow of information continuously runs from the ‘pool’. Our environment gets constantly transformed holographically, but does not create information ‘libraries’.
The Man
Synergy 
For Eastern Orthodox theology there are two powers which are creating the world: God and Man. This is called synergy, the combined effort:
The eternal life is inherited by the grace, but also in all fairness, since the advance is achieved not only by divine grace and power, but also through human cooperation (synergy) and effort; equally, the perfect fulfillment of God's will and the full measure of all the freedom and purity will be achieved not only by human authority, force and strength, but also by cooperation and assistance of the Holy Spirit
.
This is far from being only a theological thesis; it is a fundamental predisposition which every day determines our actions. It means that the Man is part of everything that is going on around him. He is neither a tool nor a logically thinking mechanism to make rational decisions. One can say that the Man maintains ‘online communication’ with the world; his mind, body and soul continuously receive and transmit outside a variety of signals. It reads all the information which is not only localized in time, space, or in the logic, but also that which is holographically distributed around him.
I repeat my favorite example related to this topic: If you invite an assistant to hammer a nail and hang a picture for you, he will not do it mechanically, but would argue, in what room, on which wall and how best to score this nail. This person does not behave as a tool but as a creator.
One can not but agree that by and large we establish in the world our ideas about ‘the right’. (...)
A person's attitude toward the world is: interested, free, and exited. Here are some of the latest impressions: the people’s reaction to the explosion of a meteorite over Chelyabinsk was exactly like this. Suddenly - literally out of the blue sky - an explosion happens of the scale of several Hiroshimas. At first, no one knows what it is. But all the videos by coincidence shot during and after the explosion show people laughing and happily swearing in admiration.
Establishing of the right in the world may well relate to personal prosperity, making money, or career. But as well it may not. Here is the famous story from the book of Ksenia Kasyanova (a pseudonym of V.F.Chesnokova)
:
Employee Ivanov had a row with a Very High Boss, and the VHB decided to fire him. However, this can not be done without a reason or an excuse, so the VHB ordered that two people should be fired as redundant. Ivanov's name was not mentioned, but everyone understood what it was about. The team considered this decision unfair and started resisting. To do so, some people committed acts which were not very convenient or advantageous to them personally, but, as the author says, corresponded to their ‘diffuse’ concepts of values. Petrov suggested to fire not Ivanov, but himself so much so that he (Petrov) was anyway planning to resign from his job in some short future. Thus, the formal request of getting two people redundant would have been met.
The author goes on to analyze this example: 

Here we mention outright that a second demand to downsize the team did not follow. Employee Ivanov worked there as long as he needed, and resigned when wished to resign. Thus, employee Petrov with his value-rational action saved him from a major and prolonged trouble. Did he (Petrov) expected it? Apparently, no. At the time, everybody were confident that Ivanov would be fired anyway. Then what was Petrov’s intention? He did not seek anything specific, but just resisted injustice. ...
You can, of course, make the assumption that this whole issue is not about some general abstraction, but about the employee Ivanov: such a good man he was and such a great friend of the employee Petrov. But in this case (and the case, as the reader was warned at the beginning, did in fact occur), this assumption is wrong: employee Ivanov was just a colleague of Petrov, no more. Frankly, Ivanov was not too much liked in the team. 

Petrov’s action was not purpose- but value-rational, it made ​​it a pleasure in itself. But the point was not only in the immediate pleasure of ethical action. It turns out that in the end the system to be built completely functional. In a society based on the ‘diffuse’ principles such selfless acts are, in effect, rewarded. The colleagues have eventually helped ‘The Good Man’ Petrov to find a new job - by the way, without even mentioning it to him.
In conclusion, Ksenia Kasyanova speaks about the collective:
Going on with our description of this mysterious entity in terms of human behavior, we may add that it is usually ‘listens’ to the employee Smirnov (the moral leader of the group – V.Sh.) and loves Lena (who helped Petrov to find a new job – V.Sh.). But because of some unclear reason it treats with inexplicable indifference the troubles which happen from time to time to the employee Sidorov. Maybe it is just reciprocal to Sidorov, who not only is not interested in its (the collectiv’s – V.Sh.) business and its operation device, but sometimes just does not even believe in its existence. If we speak the truth, he, employee Sidorov is ‘a little too much’ occupied with settling his own problems. He never commits  value-rational actions on his internal motivation, although he might do it at the prompting of others, and can sometimes implement a model of behavior similar to the value-rational (he could, for example, have quarreled with the Very High Boss in hope to achieve something concrete, or in order to protect employee Ivanov, if the latter were his close friend). For him, there is no such thing as abstract justice. And this is not because he is selfish, or strong career climber, or a cynic. He is just uncultured. In fact, he does not know and does not have a feeling of the culture in which he lives.
For him, the entire social world is empty, and isolated atoms fly in it in different directions, impossible to be predicted in advance (in accordance with their goals and needs) stochastically colliding with each other. Where in this representation can be placed the abstractly understood justice? In contrast, for cultured person the abstract justice is a big and differentiated model which outlines our trajectories so that we try not to bump into each other, or, at least, could anticipate such a collision.
I beg to differ here: employee Sidorov lives in the ‘Newtonian space of politeness’ of which Sergey Averintsev spoke opposing The Western and the Eastern Orthodox Worldview
. This is the liberal order, arranged by the ‘territorial’ principle. Not only does this order readily recognize abstract justice, but it is its foundation. However the rules of just conduct there are formulated in a different way, namely in terms of individual freedoms and as prohibitions on intervention in the affairs of the others. In addition, despite the importance of ethics, the main tool of compliance there is the law. The verdict of justice or injustice is carried out by members of the professional community through a special procedure. As different, the Russian model of social organization rejects both manifestation of the ‘corpuscular’ individualism, as well as cases in which social norms are interpreted in the spirit of negative universalism; and justice is maintained by everybody, not just professionals.
Forms
Another most general feature of our system may be considered a combination of the inability to create social and intellectual forms with a very good proficiency to ‘inhabit’ and develop them. This inability is, after all, rooted in our unwillingness to accept the role of passive instruments. But if the rules of the game have already been defined, then the form is not a factor of violence, but simply a tool like an ax or a shovel. And then creativity can get deployed. More details about this will be discussed below.
Milieus 

People in Russia live in ‘milieus’, and perhaps that is why many of us do not want to live anywhere else. Here in his inner circle a man can be just himself. Here is how it Dmitry Bykov speaks about it:
Russia is a very unpleasant country. You get up in the morning, and look out of the window - and you have to go to lecture somewhere, and have to do your job, and perhaps have even to work on some lathe machine! In the evening, you come back home, and turn on the TV – and you do not want to live! You have a drink – and just do not want to live at all! And in the morning - it is simply impossible! Well, a lot of difficulties! Not to mention the fact that it is not comfortable, it is what is called badly done. All the devices somehow mismatch, the society is uncomfortable. It is hard to live in. But together with all this, there are mass of hidden, deep-set advantages. Here it is a durian fruit, whose peels smells disgusting. It is not allowed to be brought to public transport, you know. And inside it is vanilla cream, absolutely. That's Russia. Because, of course: the best culture. The deepest, most intelligent. And the music, and cinema, and what you want. Do not look at the current level – it is now just because the money are in wrong hands. The best literature, by far.  Top women - here, I think you Natalia Vodianova husbands will tell better than anyone else. Still, let's not forget that it she used to be a fruit vendor Nizhny Novgorod. Certainly, the best elements of social cooperation, horizontal structures, all these Odnoklassniki.ru, magnificent social networks, which are excellent. You’ll never be let alone to get destroyed, your neighbors will pull you out from anywhere. Will give you money, salt, a good kick. It is a horizontal well organized country. Contempt for authority. Park your car, where you want. No law is ever respected by anyone, from the prime minister to the janitor. That is an amazing freedom! The atmosphere is rotten, and in the rotten atmosphere always grow the most healthy, full-blooded, in opposition to it, clean ... Look how terrible atmosphere was in the Nicholas  I Russia – and, please, here is Lermontov, and Odoyevski, and the Decembrists - all as select people; a wonderful country. For me, it is much more convenient living here. I love America, I love to visit there, I really like to work there - maybe I even came up there with my best books - but I could not have ever lived there for more than a month. Simply because if you are there and cross the street in a wrong place you will immediately be stopped by the police and maybe detained. I'm not used to it. So, no need to leave. We would not feel better anywhere else. Especially if you are already 25 years of age. Though the whole world is watching and pees with laughter.
I should add that the Russian ‘milieus’ can not be reduced, as is the case in the more traditional cultures, to family, kinship or tribal relations. They are much more flexible, although probably not as reliable.
***
Patricia Dowden observed that in Russia position, earnings and work exist separately. This is not surprising: in our society, a person is related to the authorities, to his and other people’s vital needs and to God. For those who, like the author of this book, have reservations re the idea of ​​God, it can be said in a different way: in the Russian culture it is a value to understand that the work you're doing is right. It gives you a sense of reality of your existence. And the judge, in the end, is you. 
Gosudarstvo 
Russian society could not have survived in the modern world, if it had not established a mechanism of ‘extended order’, but remained within the limited boundaries of the ‘milieus’, i.e. idiosyncratic personal relationships Bykov is talking about. Such a mechanism is Gosudarstvo, often referred to as The Authorities or The State. It is also one of the forms that are perceived as alien and imposed, but indispensable. The symbiosis of Gosudarstvo and the people in Russia is contradictory: Gosudarstvo makes use of the people (and that is what everybody is well aware of), but also the people make use of Gosudarstvo. Neither is guaranteed, but takes place only ‘on the average’, so one can cite numerous examples of both the egoism of the authorities and powerlessness of the people. But the people can not do without Gosudarstvo. Suffice it to say that in diasporas where Gosudarstvo is lacking, Russian communities are politically week and soon get assimilated.
Gosudarstvo as a separate corporation 
Gosudarstvo is a separate corporation, organism living its life which is not confined to the life of its constituent people. Here is how Richard Pipes writes about the Russian Gosudarstvo - or the State. He believes that this property is key to understanding the entire political history of Russia:
The state neither grew out of the society, nor was imposed on it from above. Rather it grew up side by side with society and bit by bit swallowed it. The locus of original political authority was the private domain of the prince or tsar, his oikos or dvor. Within this domain the prince reigned absolute, exercising authority in the double capacity as sovereign and proprietor. Here he was in full command, a counterpart of the Greek despotes, the Roman dominus, and the Russian gosudar', that is lord, master, outright owner of all men and things. Initially, the population of the princely domain consisted mainly of slaves and other persons bonded in one form or another to the proprietor. Outside his domains, where the population was free and exceedingly mobile, the Russian ruler exercised very little authority at first, his power being confined largely to the collection of tribute. This kind of dyarchy established itself in the forest zone during the twelfth and thirteenth centuries, at the same time when in England, France and Spain the modern western state was beginning to take shape as an entity separate from the ruler. From the solid base of authority furnished by their private domains, the Russian princes - gradually and only after having overcome massive resistance - spread their personal power over the free population living outside these domains. The princely dynasty of Moscow-Vladimir, which emerged as the country's leader, transferred the institutions and practices which it had initially worked out in the closed world of its oikos to the realm at large, transforming Russia (in theory, at any rate) into a giant royal estate. However, even after it had laid formal claim to all Russia being its private domain or votchina (sixteenth to seventeenth centuries), the Russian government lacked the means to make the claim good. It had no alternative, therefore, but to continue the old dyarchic arrangement, farming out the bulk of the country to the landed gentry, clergy and bureaucracy in return for fixed quotas of taxes and services. But the principle that Russia belonged to its sovereign, that he was its dominus was firmly established; all that was lacking to enforce it were the financial and technical means, and these were bound to become available in due course.

Over time the goals and interests of  The State evolved, it was concerned with survival, enrichment, expansion, and modernization. However, it remained ‘corporate’ in nature, as well as its claim to be the master of the country.
Krepost’ and vol’a  
These Russian words are even more difficult to translate into English (and most probably into other Western languages). Krepost’ is usually translated as serfdom, though in my view it is closer to bondage. Vol’a is translated as freedom, however it obviously has a different meaning. After numerous discussions with Patricia Dowden we came to the conclusion that a much more correct word is license.  Still, license means being granted by somebody, while vol’a is rather self-exercised. 

Perhaps a good word for krepost’ might have been even dependency. In Russia property rights have never existed, while dependency existed almost always, not only as serfdom of peasants but also as dependency, bondage of all the others. Gentry, clergy and bourgeois were subordinate to the authorities and to their respective corporations. As regards vol’a – i.e. freedom or license – it meant first of all the ability to leave, to hide from the authorities. And as different from Western freedom, it is not limited to the territory, where a man is his own master. Vol’a is just the other side of dependency, it is your possibility to simultaneously interfere in the affairs of others and not allow others to interfere in your affairs.
Estates 

A person not only makes use of various social forms, he is placed in social forms himself. First of all these are the forms generated by the Gosudarstvo. In the Russian Empire, it was called sostoyaniya or estates. Regardless of the name, the phenomenon persisted: throughout all of its history Russia has been characterized by coexistence of different social and cognitive regimes. (…)
In the Stalin times, the creation of fundamentally different regimes of human existence became the primary management tool. E.g., kolkhoz peasants had no right to pensions, or even passports necessary to live outside the village. But once called to the army, a peasant boy could eventually become a worker or employee in a city and enjoy all the benefits of social infrastructure. A person could have been arrested and sent to prisons or labor camps - often not for any fault, but just because Gosudarstvo required manpower that would be used as non-free labor. This applied not only to physical labor like construction of channels or logging. There are many examples when professional people were arrested simply because they were needed to solve a technical problem, and so to become staff of a design bureau which for some reason was considered fit to organize in the mode of non-free labor. And vice versa, sometimes people experienced stress similar to a diver’s decompression sickness when a prisoner, who had been logging in a labor camp, suddenly was returned to his old life and a week later turned out to be the director of a design bureau, a general or even a minister.
Today, the contrasts between the different regimes of life have somewhat softened, however, the mechanism remains. For example, Simon Kordonsky speaks of the ‘estates’ in contemporary Russia, and Gleb Pavlovsky claims that the country is made up of a number of very heterogeneous subsystems, one of which is the Caucasus.
A most interesting thing here is that ‘physically’ the different regimes are often not delineated. One and the same person almost always is part of several regimes. Here is how Alexander Zinoviev satirically described it in his Yawning Heights:
There were two groups of people who took part in the experiment: those experimenting and those experimented upon. These groups consisted of the same individuals. Those experimented upon knew about their being monitored. The experimenters knew that the experimented upon were aware of it. The experimented upon knew that the experimenters knew that they were aware. And so on infinitely. The groups of experimenters and experimented upon were autonomous and executed no influence on each other. There was no informational contact between them, which resulted in full mutual understanding.
(…)
‘Feeding’ and subsistence farming 

In our social system, a person not only provides serves to Gosudarstvo and receives a reward. In addition, he is allocated a resource for his ‘feeding’ (kormleniye). Feeding is an eternal Russian institute that takes many forms. Here is what it looked like, for example, a thousand years ago:
The income producing possessions of a prince were called put’ (path), and were overseen by a steward called  putny boyar. Putny boyar was given villages and crafts from which he and his staff ‘got fed’.

And this is what Wikipedia says about the so-called personal subsistence plots:

Private households (LPH in Russian) are noncommercial activities of a citizen and his family members for the production and processing of agricultural products on a provided (purchased) plot of land, usually in rural areas, to meet their own needs for food. The Model Rules for Collective Farm, adopted in 1935 by the All-Union Congress of Collective Farm Shock Workers, determines the size of land which was in private use of a family from 1/4 to 1/2 hectares (in some areas up to 1 ha). Determined was also the number of animals that can be kept in private households. For areas of Group I of the West Siberian region, for example, the rules for cattle were as follows: 1 cow and 2 calves, one sow, and 10 sheep and goats. In the years 1930-1953 LPH were the main source of livelihood for the farmers, because the kolkhoz payments for workdays (either in money or in-kind) were often scanty.
Coordinations
One of the main functions of Gosudarstvo is settlement of disputes and conflicts between its subjects. This being one of the pillars of their influence, the authorities are interested in the fact that such conflicts do not disappear.
In the 1980s there has been developed an understanding that our country is in fact rather decentralized as regards economic decision-making, and that the authorities very often act as mere compilers of information and mediators of the needs of enterprises. (…) In other words, the then-Soviet economic system was not a command economy but an ‘economy of coordination’, or ‘bargaining economy’ or ‘an administrative market’.
The ‘theory of administrative market’ in fact saw the bureaucratic hierarchy not as a holistic entity capable of making purposeful decisions but rather as kind of institutional infrastructure. This system is a cognitive space which operates on the network principle.
Sign systems in Russia 
Forms and paradigms
The quintessence of our life is Leskov’s story about the Lefthander:
Englishmen presented the Tsar a mechanical flea. The Tsar  feels insulted that there is some skill where English masters can surpass his own Russians. ‘We have craftsmen in Tula who are no worse’ - Ataman Platov says to the Tsar. Tula craftsmen led by Lefty sit at work, and the flea is perfected. However, to the naked eye, the changes are not noticeable; however it is noticeable that it now it cannot jump. Ataman Platov drags Lefty's by hair, but Lefty says - look with a microscope! It turns out that the craftsmen nailed horseshoes on the flea’s feet, and even engraved their names on the studs. And this was done without any microscope.
The Tsar rejoices and sends Lefty to England. On the way, he becomes an inveterate drunkard, gets a cold and dies alone –now no one remembers about him in Russia. Nor anybody pays attention to his words when before his death he is trying to convey an important military advice to the King. As a result, during the Crimean War, Russian guns shoot worse than the British.
Every word of this brilliant story is full of meaning. For the Tsar as well as for Lefty the motive of their actions lies within simple human relations: can we outdo them (in this case, the English)? For Ataman Platov more important is to curry favor with the Tsar. It is also interesting how the ‘outdoing’ is performed: this is not done by invention of a new toy, or perhaps other new product, new technologies or a new organization. All the wheels of the story are spinning within the paradigm suggested by the English. Personal feat is performed under the given circumstances.
There might be numerous evidence of this phenomenon: constraint by a given shape. (…)
This feature - the inability to create a new form combined with ability to creatively use it - can be considered a fact. (…) However, there remains the question of its explanation in systemic terms. Why, because of what structural factors does this property hold? Perhaps our cognitive approach would be helpful here.
To my mind, two things should be mentioned. We have touched upon one of them, if somewhat casually: a Russian man – or perhaps even anybody of the Eastern Orthodox culture does not want to play the role of a tool. The second thing is this: in order to create new forms, a person has to ‘reshape’ the reality (whatever that word means). In fact, a new form means a new look at the world, and as a result - a change of social relationships. However, in our social order, the man enters into a relationship with reality not directly but through a system of social relations, as a member of a community. Therefore, a new ‘form’ can be introduced not otherwise than through implanting it into the consciousness of the collective - which is very difficult.
Free Flow of Thought 
I agree that fundamentally new paradigms appear in Russia rarely. But we know how to develop and enrich borrowed and inherited forms, and sometimes the degree of such enrichment is just colossal. Yes, of course, Mendeleyev did not invent the science of chemistry, nor Tolstoy and Dostoevsky created the genre of novel. However, their achievements are paramount. As Simon Kordonsky observed, Russia is the birthplace of generalizing theoretical systems and concepts. In addition to the periodic table one can remember, say, the works of Vernadsky or of the Russian linguists. Why and how did this happen?
To my guess, the reason here is connected with the fact that a Russian intelligent (singular of intelligentsia) in its thinking can be much freer than a western professional. He is not bound by the system of division of intellectual labor and by the social relations within his professional community. He is not obliged to use the conceptual apparatus developed by his colleagues, and feels free to ‘reinvent the wheel’. He has much less conditions for doing Kuhn's normal science, but so more reason to create a ‘big’ worldview systems.
Vitaly Naishul tells the following story which he heard from his father, one of the designers of the Soviet ballistic missiles in the 1940s- 1950s: 
At the end of the World War II our army captured German V-2 rockets. Soviet engineers were ordered to dismantle the missile into components and reproduce exactly the same. They were not allowed to change any parameters, it was forbidden even to replace inch screw thread by metric. A copy was made ​​and so production of missiles with a flight range of a few tens of kilometers was mastered. But the designers got bored with this job, so they invented a new missile. Without any intermediate experimentation they created an intercontinental missile capable of flying around the Earth, which some time later became the carrier for launching satellites.
How ideas are transferred into practice?
Compared with the liberal social order, in our system ideas much less get tehnologized, they are not broken down into a chain of transition from pure theory to applied science and through to practice. Specialization and the division of intellectual labor are less deep. The engineer has and tends to think conceptually, he masters his subject comprehensively and is able to approach any specific problems in a creative way. He may be aware of a number of different professional and even theoretical approaches, reads the relevant monographs and articles, and is able to offer innovative solutions. This is the potential good side of the matter, however if the expert happens to be unqualified or unscrupulous, no guarantees of the quality of his work are provided.
Intelligentsia
The institute of intelligentsia is somehow always present and plays an important role in our social order. I believe that the phenomenon of intelligentsia should be discussed in precisely those terms that are developed in this book. Namely, intelligentsia are the people whose behavior is determined by a sign system, and who are not linked into the ‘real’ interactions of network kind (especially related to power). Typically, these sign systems have been borrowed, ‘gleaned from books’. Hence the proverbial ‘utopian’ and ‘impractical’ behavior of an intelligent.

Intelligent, according to our definition, is the man of idea. Here is what Boris Engelgardt said (as quoted by Bakhtin):
Such a person enters into a special relationship to the idea: he is helpless before its power, for he has no existential roots and is deprived of culture and tradition. He becomes a "man of the idea", obsessed by the idea. The idea inside him becomes ​​power, it is omnipotent in determining and mutilating his mind and his life.
Entering the state service or going into business, a person ceases to be an intelligent. Therefore, the gap and the tension between the intelligentsia and the authorities, between the intelligentsia and the ordinary people is always present. So much so because the intelligent draws his ideas – to the best of his understanding - from foreign sources.
In turn, the authorities - and the people, too - response to the actions of the intelligentsia, is inadequate and often pointless stiff. Which causes uncompromising reaction on the side of intelligentsia. And so on along the vicious circle. Perhaps this mutual misunderstanding and rejection can also be considered a Russian institutional constant.
What is lacking in Russia?

The Russian social order is far enough from the liberal model. This is very important to keep in mind when elements of the liberal order - with varying degrees of understanding and distortion – get transplanted to our soil. However, a comparison of the properties of our system with the liberal order is very interesting.
Let's try to reproduce the standard reaction of foreigners in Russia.
«You just talk and do nothing!»

We do not just talk, we are trying to organize collective action.
The sequence of idea - its implementation - its public approval (socialization) is in Russia different. A person coming up with a certain suggestion (idea) first has to convince his colleagues or superiors. After that, all the community unanimously starts implementing it. In case this is not successful enough, the outcome is perceived as a manifestation of shortage.
«Never know where the facts and where fantasies ... Everybody lies»

The concept of fact only makes sense in a sign system, and we intermix all the modalities (modes of existence). People genuinely do not see a clear boundary between what was, what should be and what they would like it to be.
«Laws do not apply, and contracts are not fulfilled» 

Of course! The foundation of Russian social order is not the legal system but social networks. As in neural networks, information exists here in the form of relations between the elements and not as stable ideal objects ‘similar to things’ which retain their meaning and function over time.
«Corruption is all around!»
Separation of contractual relations from power relations is a specific feature uniquely characterizing the liberal social order. Here this feature is lacking.
«Russians do not like each other»

We often hear that Russians wary of each other and are not able to cooperate. This is particularly true about the people who are not very familiar with each other. What is the cause and how to fix it?
There may be two reasons in my guess. First, the way we organize interaction between people involves the authorities. If Ivanov wants something from Petrov, he (Ivanov) refers to their common boss Sidorov who would make Petrov do it. So the relationship between Ivanov and Petrov looks to both of them competitive and even hostile – in spite of the fact that at some other moment Petrov will be using the same mechanism to get something from Ivanov.
The second reason is that Ivanov is interested not only - or even not so much – in the specific thing he wants to get from Petrov as in promoting his view of the whole world and, in particular, of how Petrov should behave. Petrov, of course, also has a view of his own, not the same as that of Ivanov’s. These views are worldwide, they are not confined to their two ‘private domains’ as it might have been the case in the liberal order.
«Russia should…»

We stated earlier that the liberal order has the property of programmability. Our system lacks this property. In other words non-programmability of our system means the absence of reflection. This makes it difficult for the people not only to act, but even to understand their own situation. The picture of the world could be (as in the USSR) imposed by ideological propaganda, but if it is completely lacking, there appears what Sergey Oushakin called the ‘post-Soviet aphasia: the inability of today's Russians to describe their own life situation.
Therefore, a natural desire appears to ‘fix it so it works like in normal people’s places’. The usual discussion in this case begins with the question: "Under what conditions Russia can be a normal country?", «What is lacking?» But let's ask ourselves: what is the value of recommendations that begin with the words "Russia should ... "?
One should see that this kind of reasoning based on ‘proof by contradiction’ contains a logical error. From the structuralist position, the social fabric of any country, including Russia, is a logically coherent whole in which each phenomenon can be considered as both a cause and a consequence of almost any other. Any feature of the system can justifiably be called the cause of all our troubles and/or achievements, and considered ‘the main link’ by which one can ‘pull the whole chain’.
The foregoing is not a demonstration of the author’s pessimism. From a practical point of view, it is rather a discussion about possible policy instruments. Changes in social structures occur the same way as, say, in phonetics, where a change in the pronunciation of a single sound leads to a compensatory shift in the whole sounds system aimed at preserving distinctions among sounds. Institutional policies should perhaps be organized in a similar way and be based not on implanting artificial mechanisms but rather on cultivating of systemic changes.
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